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We simulate the critical behavior of the Ising model utilizing a thermal state prepared using
quantum computing techniques. The preparation of the thermal state is based on the variational
quantum imaginary time evolution (QITE) algorithm. The initial state of QITE is prepared as a
classical product state, and we propose a systematic method to design the variational ansatz for
QITE. We calculate the specific heat and susceptibility of the long-range interacting Ising model
and observe indications of the Ising criticality on a small lattice size. We find the results derived
by the quantum algorithm are well consistent with the ones from exact diagonalization, both in the
neighbourhood of the critical temperature and the low-temperature region.

I. INTRODUCTION

With the development of quantum devices and quan-
tum algorithms, it is possible to solve problems on quan-
tum computers that are hard for classical ones. Quantum
computers have already been successfully implemented
in many fields, including quantum chemistry, condensed
matter physics and lattice field theory, see references [1–
7] as some examples. With the growing number of qubits
and improved fidelities of quantum devices, more realis-
tic physical models can be tackled, and the potential of
quantum computers can be explored. As an example of
application, in this article, we prepare the thermal state
of the Ising model with a quantum algorithm at various
temperatures, including points close to the critical tem-
perature and the low-temperature region. To demon-
strate the feasibility of our approach, we compare the
quantum simulation results of the chosen physical quan-
tities with the results from classical simulations.

Numerous algorithms have been proposed to enable a
quantum computer to prepare a thermal state. These
include the quantum thermal dynamic method, where
the target system is coupled with a bath at equilib-
rium [8], variational quantum algorithm based on the
thermofield double state [9, 10], as well as many quan-
tum imaginary time evolution(QITE) algorithms such
as the one utilizing Hubbard-Stratonovich transforma-
tion [11], QITE based on variational ansatz (QITE-
ansatz) [12] and QITE based on measurement (QITE-
measure) [13]. The scope of our research is to focus on
the usage of noisy intermediate-scale quantum (NISQ)
devices [14, 15]. Given the presence of quantum noise, it
is necessary to minimize the depth of the quantum cir-
cuits. We utilize the QITE-ansatz algorithm to generate

∗ zzwxy@pku.edu.cn

thermal states in our research, as it has a relatively shal-
lower circuit depth in comparison to other algorithms
mentioned previously. In QITE-ansatz algorithm, the
imaginary time evolution is carried out on a prior param-
eterized quantum circuit, and the parameters are evolved
variationally. Thus, the parameterized quantum circuit is
usually called variational ansatz. The variational ansatz
is designed for ground state preparation in most refer-
ences utilizing QITE-ansatz, such as [12, 16, 17]. Here,
for thermal state preparation, we propose to construct
a variational ansatz converted from quantum circuits
utilized in QITE-measure [13]. The circuit in QITE-
measure can also carry out imaginary time evolution, but
the circuit depth is quite large. The circuit depth can be
much reduced by converting the circuit into a variational
ansatz. For example, when simulating the Ising model,
the quantum circuits in QITE-measure have ∼ 100 lay-
ers, while the variational ansatz circuits used in this work
have less than 10 layers.

In this article, we study the long-range interacting
Ising model. Long-range interaction between spins is in-
troduced naturally in trapped-ion spin systems [18], and
its dynamics can be simulated utilizing quantum simula-
tion algorithms. The long-range interaction also leads to
interesting physics such as confinement [19] and meson
scattering [20]. Meanwhile, the long-range interaction
leads to effective dimensions that impact the system’s
critical behavior. Here, we calculate the specific heat of
the long-range interacting Ising model near the critical
point and in the low-temperature region.

This article is organized as follows. In section II, we
introduce the long-range interacting Ising model and the
measurement method of relevant physical quantities on
a quantum computer. In section III, we discuss the pro-
cess of thermal state preparation using QITE-ansatz al-
gorithm in detail, especially the method of variational
ansatz design. In section IV, we present the numerical
results and discuss the observed indications of the criti-
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cality. Finally, in section V, we summarize the techniques
used in this article and discuss the possible extension for
further works.

II. LONG-RANGE INTERACTING ISING
MODEL

We consider the D = 2 dimensional Ising model on a
square lattice Λ with long-range interactions. The Hamil-
tonian reads

H = −
∑
i>j∈Λ

J

rαij
ZiZj − h

∑
i

Zi, (1)

where Zi is the Pauli-Z operator on the ith spin. J is the
bare coupling strength, and α denotes the range of the
interaction. h denotes the strength of the longitudinal ex-
ternal field. The distance rij is defined by the Manhat-
tan distance under periodic boundary condition(PBC):
Assuming the position of spin i on the square lattice is
represented by integer vector ~ri = (ri1, . . . , r

i
D, ) and the

volume of the lattice is |Λ| = N1 × . . .×ND, then

rij =

D∑
d=1

min(|rid − r
j
d|, Nd − |r

i
d − r

j
d|). (2)

This Hamiltonian is a generalization of the interac-
tion part of the Hamiltonian introduced in reference
[19]. It reduces to the original nearest-neighbor Ising
model (NNIM) in the limit α→∞.

The state of the Ising system at a finite temperature is
described by the density operator. Its equilibrium state
is the Gibbs state of which the density operator reads

ρ =
1

Zβ
e−βH , Zβ ≡ tr

(
e−βH

)
. (3)

Here β is the inverse temperature β ≡ 1/(kBT ) and we
define K ≡ Jβ for later convenience. For an arbitrary
observable O, its expectation value of the thermal state
is given by

〈O〉 ≡ tr(ρO). (4)

This article targets the case where the expectation values
are evaluated for different K and a zero external field
h = 0.

Now we exhibit observables to compute the Ising
model’s specific heat and susceptibility. Analyzing these
measures allows us to examine the critical behavior of the
Ising model. The specific heat is defined by the chang-
ing rate of the internal energy in a unit volume when
varying the temperature T . It can be evaluated by the
energy-fluctuation relation:

Cv ≡
1

|Λ|
∂〈H〉
∂T

=
1

|Λ|T 2

[
〈H2〉 − 〈H〉2

]
, (5)

where the last expression can be derived by taking the
Gibbs state Eq. (3) to evaluate the expectation values.

Similarly, the susceptibility is defined by the changing
rate of the magnetization in a unit volume with respect
to the external field strength h (evaluated at h = 0). The
total magnetization is given by

〈M〉 ≡ 〈Ztot〉, (6)

where Ztot ≡
∑
i Zi, i.e., the sum of all the spins in the

lattice. Then the susceptibility can be evaluated accord-
ing to the susceptibility-fluctuation relation

χ ≡ 1

|Λ|
∂〈M〉
∂h

∣∣∣
h=0

=
1

|Λ|T
[
〈Z2

tot〉 − 〈Ztot〉2
]
. (7)

In summary, evaluating the specific heat and suscepti-
bility is equivalent to calculating the expectation values
of the corresponding operators. The operators to be mea-
sured include

H2, H, Z2
tot, Ztot (8)

which can all be reduced to linear combinations of Pauli
operators. To evaluate the expectation values of the
above operators on quantum computers, we can gener-
ate the thermal state utilizing a quantum algorithm and
then evaluate the expectation values of the Pauli opera-
tors. Notice that for the above operators, the elementary
Pauli operators can be written as products of Pauli-Z
operators, so they commute and can be measured simul-
taneously on the quantum computer. Combined with
the fact that the Hamiltonian in Eq. (1) consists of only
Pauli-Z operators, we can simplify the initial state to be
evolved on quantum computer. It enables us to simu-
late the system on a larger lattice. For general models,
such as the Ising model with a transversal field, the sim-
plification does not hold. More details can be found in
section (III A).

III. THERMAL STATE PREPARATION WITH
QUANTUM IMAGINARY TIME EVOLUTION

One can use the quantum imaginary time evolu-
tion(QITE) algorithm to prepare a thermal state, as
demonstrated in previous studies [12, 13]. This section
provides an explanation of the QITE-ansatz algorithm.
QITE-ansatz algorithm is designed to evolve an Nq-qubit
quantum state |ψ(0)〉 to

|ψ(τ)〉 =
e−τH |ψ(0)〉√

〈ψ(0)| e−2τH |ψ(0)〉
, (9)

where τ is a real number denoting imaginary time. The
denominator is a normalization factor to guarantee the
evolution’s unitarity. Assuming we have the quantum cir-
cuit to carry out the unitary evolution, then by choosing
the initial state to be the maximally mixed state (defined
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as the density operator) |ψ(0)〉 〈ψ(0)| = I/d [21] (I is the
identity operator of the d ≡ 2Nq dimensional Hilbert
space), one finds the final state is the thermal state with
inverse temperature β = 2τ

|ψ(τ)〉 〈ψ(τ)| = 1

Z2τ
e−2τH , Z2τ ≡ tr

(
e−2τH

)
. (10)

The QITE-ansatz algorithm was proposed in references
[12, 22]. This technique is originally used to project out
the ground state of the Hamiltonian according to Eq. (9).
It has been successfully implemented in the field of quan-
tum chemistry, quantum field theory and machine learn-
ing, see e.g. [1, 16, 17].

Following [22], we first review the QITE-ansatz algo-
rithm within the density operator formalism. The den-
sity operator of Eq. (9) reads

ρ(τ) =
e−τH |ψ(0)〉 〈ψ(0)| e−τH

〈ψ(0)| e−2τH |ψ(0)〉
. (11)

The mathematical description of a quantum state with
the density operator is equivalent to that with the pure
state. In particular, the expectation values of any ob-
servable O coincide

tr(ρ(τ)O) = 〈ψ(τ)|O |ψ(τ)〉 . (12)

The imaginary time evolution of the density operator fol-
lows the von-Neumann equation [22]

dρ(τ)

dτ
= L[ρ(τ)], (13)

where L is the Liouville operator defined by L(ρ) =
−{H, ρ} + 2 tr(ρH)ρ with anti-commutator {H, ρ} =
Hρ + ρH. As the Hilbert space of the whole Nq qubits
is hard to be explored by a quantum circuit, we utilize
a density operator ρ̂(τ) = |φ(τ)〉 〈φ(τ)| to approximate
the target density ρ(τ). The approximation ρ̂(τ) satisfies
the following requirements: (1) It has the same initial
state ρ̂(0) = ρ(0) = |ψ(0)〉 〈ψ(0)|. (2) The evolution of
ρ̂(τ) approximately satisfies the von-Neumann equation
dρ̂(τ)/dτ − L[ρ̂(τ)] = 0.

The approximation ρ̂(τ) is generated with a varia-

tional ansatz
∣∣∣φ(~θ(τ))

〉
= U(~θ(τ)) |ψ(0)〉, where ~θ is a

real variational parameter vector with N components.

U(~θ) = UN (θN ) . . . U1(θ1) is a series of parameterised
unitary quantum gates. According to the first require-

ment mentioned above, U(~θ(0)) should be the identity
operator I. With the variational ansatz, the evolution of
the quantum state is converted to the evolution of the

variational parameters ~θ. However, as the variational

ansatz cannot explore the whole Hilbert space,
∣∣∣φ(~θ(τ))

〉
can not fulfill the von-Neumann equation exactly. In-
stead, we demand that the von-Neumann equation is ful-
filled sufficiently well according to the second require-
ment. The violation of the von-Neumann equation is

measured by the McLachlan distance L2, which is de-
fined by

L2 ≡
∣∣∣∣∣∣∣∣dρ̂(τ)

dτ
− L[ρ̂(τ)]

∣∣∣∣∣∣∣∣2 , (14)

where ||A||2 = tr
(
A†A

)
represents Frobenius norm. Ac-

cording to the differential chain rule, we have

L2 =

∣∣∣∣∣
∣∣∣∣∣∑
µ

∂ρ̂(θ)

∂θµ
θ̇µ − L(ρ̂)

∣∣∣∣∣
∣∣∣∣∣
2

. (15)

So that the McLachlan distance is a quadratic func-
tion of the time derivatives of the variational parameters
θ̇µ ≡ ∂θµ/∂τ . L2 can be minimized with the variational
principle, which leads to

δL2 = 0⇒ ∂L2

∂θ̇µ
=
∑
ν

Mµν θ̇ν − Vµ = 0, (16)

where

Mµν ≡ 2 Re

∂
〈
φ(~θ)

∣∣∣
∂θµ

∂
∣∣∣φ(~θ)

〉
∂θν

 ,
Vµ ≡ −2 Re

∂
〈
φ(~θ)

∣∣∣
∂θµ

H
∣∣∣φ(~θ)

〉 .
(17)

Here M is a N ×N matrix while V is a N dimensional
vector. Following [12, 23], one can construct some specific
quantum circuits to measureM and V , which costO(N2)
quantum device calls and one additional ancilla qubit.

After derivingM and V , we can construct the following
linear equations ∑

ν

Mµν θ̇ν = Vµ. (18)

Then one can solve for the time derivative of the varia-
tional parameters θ̇ν |τ=τ0 at a given imaginary time τ0,
utilizing methods such as pseudo-inverse [12]. The varia-
tional parameters at the next time slice τ0 + δτ are given
according to the Euler method

~θ(τ0 + δτ) ' ~θ(τ0) + ~̇θδτ, (19)

where θ̇ν =
∑
µM

−1
νµ Vµ.

The computational complexity of the QITE-ansatz
grows polynomially with the number of variational pa-
rameters N . In each time slice, the time complexity
of solving linear equations grows polynomially with N ,
while the matrix M and vector V can also be evaluated
using quantum computers within polynomial time. Thus
as long as N grows polynomially with the system size Nq,
the time complexity of the QITE-ansatz grows polynomi-
ally with Nq and can be extended to large-scale quantum
systems. The following subsections will introduce how to
prepare the maximally mixed state and choose an appro-
priate variational ansatz.
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A. Initial state preparation

Here we introduce how to prepare the initial state
as the maximally mixed state I/d. Quantum circuits
are suitable for generating pure states. We need some
strategies to generate mixed states utilizing pure states.
As discussed in [24], there are two strategies: ancilla
pair state (APS) and classical product state (CPS). Both
strategies can be used to prepare maximally mixed state
I/d. However, preparing I/d with APS doubles the num-
ber of qubits to 2Nq [17]. It also introduces some com-
plexities in variational ansatz design to evolve the pair
state.

Instead, we can prepare the maximally mixed state
via CPS, which reduces the required qubits to Nq. The
maximally mixed state I/d describes that the probabili-
ties of sampling every basis vector from a given orthog-
onal basis are the same, where each basis vector is a
pure state. As the maximally mixed state is unitarily
invariant U(I/d)U−1 = I/d, the orthogonal basis can be
chosen arbitrarily. To generate the thermal state, it is
recommended in [24] to use a basis formed by classical
product states, such as {|+〉 , |−〉}⊗Nq , where {·}⊗Nq rep-
resents a set generated by the Nq times tensor product
of each element in {·}. For example,

{|+〉 , |−〉}⊗2 = {|++〉 , |+−〉 , |−+〉 , |−−〉}. (20)

Here |+〉,|−〉 represent the eigenvectors of the Pauli-X
operator

X |+〉 = |+〉 , X |−〉 = − |−〉 . (21)

If we use the classical product state as the initial
state, the thermal expectation value 〈O〉 can not be mea-
sured straightforwardly due to the normalization factor
in Eq. (9). Assume that we take the orthogonal basis as
{|i〉}. Evolving all basis vectors |i〉 for imaginary time
τ , one gets the expectation values of an observable O,
which read

〈i(τ)|O |i(τ)〉 =
〈i| e−τHOe−τH |i〉
〈i| e−2τH |i〉

. (22)

Usually, the denominators would be different for different
basis vectors |i〉. To derive the thermal expectation value
〈O〉 in Eq. (4), we should multiply the above expectation
values with coefficients {pi}

〈O〉 =
∑
i

pi 〈i(τ)|O |i(τ)〉 , (23)

where pi is defined by

pi ≡
〈i| e−2τH |i〉

Z2τ
. (24)

Here {pi} can be treated as a probability distribution, as
they are all positive and satisfy the normalization con-
dition

∑
i pi = 1. To evaluate the thermal expectation

value of the operator O, as mentioned in [13], we do not
need to calculate all the {pi}(which would be impossi-
ble to calculate, as the number of pi grows exponentially
with the number of qubits). With the minimally entan-
gled typical thermal state(METTS) algorithm proposed
by Stoudenmire and White [25], one can sample {|i〉}
according to the distribution {pi}. The thermal expecta-
tion value 〈O〉 is the average of the expectation of O with
the time-evolved sampled vectors. In conclusion, though
imaginary time evolution with CPS as initial states re-
quires the number of qubits equal to the system size, one
has to evolve different initial states |i〉 to acquire statis-
tics. On the other hand, imaginary time evolution with
APS as an initial state doubles the number of qubits while
evolving only one initial state.

However, the situation gets simplified when we con-
sider the classical Ising model and the observables in
Eq. (8), which consist of Pauli-Z operators. The observ-
ables can be generally expressed as

O =
∑
m

hmZ̃m. (25)

Here Z̃m represents the tensor product of Z operators at
some sites and identity operators at the others, such as
Z̃m = ZNq−1 . . . I1Z0. In Appendix A, we prove that
the thermal expectation value of O can be calculated
according to

〈O〉 =
∑
m

hm
〈
+̃(τ)

∣∣ Z̃m ∣∣+̃(τ)
〉
, (26)

where
∣∣+̃(τ)

〉
is imaginary time evolved state according

to Eq. (9). The state is initialized as
∣∣+̃(0)

〉
=
∣∣+̃〉,

where
∣∣+̃〉 ≡ |+〉⊗Nq is the Nq-fold tensor product of |+〉

in Eq. (21). Thus for the Ising model, we only need to
calculate the imaginary time evolution with the initial
state

∣∣+̃〉.
In this work, we use

∣∣+̃〉 as the initial state to present
our results. For general models, such as the Ising model
with a transversal field, the above simplification does not
hold. We need to sample the classical product states
using the METTS algorithm or utilize the ancilla pair
state.

B. Variational ansatz design

Choosing a proper variational ansatz is a cornerstone
for the success of the QITE-ansatz algorithm [15]. In
most literature on QITE-ansatz, the variational ansatz
is designed to prepare the ground state of a Hamilto-
nian, and it is suitable to evolve some specific initial
states, such as the unitary coupled cluster ansatz evolv-
ing Hartree-Fock states [1]. Focusing on thermal state
preparation and the initial state introduced in the previ-
ous section, we propose to construct a variational ansatz
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converted from quantum circuits utilized in the QITE-
measure algorithm proposed by Motta et. al. [13].

We briefly introduce how to construct the quantum
circuits used in the QITE-measure algorithm. The goal
of QITE-measure is also evolving an initial state |ψ(0)〉
according to Eq. (9). Consider evolving the state |ψ(τ0)〉
for a small time slice ∆τ

|ψ(τ0 + ∆τ))〉 =
e−∆τH |ψ(τ0)〉√

〈ψ(τ0)| e−2∆τH |ψ(τ0)〉
. (27)

As this transformation is unitary, we can always find a
Hermitian operator Â(τ0) such that

|ψ(τ0 + ∆τ)〉 = e−i∆τÂ(τ0) |ψ(τ0)〉 , (28)

and Â(τ0) can be expanded in a complete Pauli basis

Â(τ0) =
∑

i1...iNq

a
(τ0)
i1...iNq

σi1 . . . σiNq ≡
∑
I

a
(τ0)
I σ̃I , (29)

where the expansion coefficients a
(τ0)
i1...iNq

are real due to

the Hermicity of Â(τ0), and σij = I,X, Y, Z correspond-
ing to ij = 0, 1, 2, 3 is the single-qubit Pauli operator on
the site j, and we call the tensor product of the single-
qubit Pauli operator, σ̃I as Pauli string. For this reason,
the single-qubit Pauli operator is sometimes called Pauli
letter [26]. For each imaginary time τ0, one can calculate

all the expansion coefficients a
(τ0)
I by evaluating the ex-

pectation values of some observables with respect to the
quantum state |ψ(τ0)〉. The observables are the compo-
sition of Pauli strings and the Hamiltonian (See more de-
tails in [13]). Notice that the transformation in Eq. (28)
can be approximated by

e−i∆τ
∑
I a

(τ0)

I σ̃I =
∏
I

e−i∆τa
(τ0)

I σ̃I +O(∆τ2), (30)

where the product consists of several Pauli exponentials
which have the form e−iθσ̃I , and the Pauli exponen-
tial can be realized with quantum gates in a standard
way [27]. Thus, the whole quantum circuit used in the
QITE-measure can be constructed using several Pauli ex-
ponentials for each time slice. In the last time slice, the
circuit depth is proportional to the final imaginary time
τ .

Notice that if a system has Nq qubits, the total num-
ber of Pauli strings on these qubits is 4Nq . Thus the
number of Pauli exponentials required for evolving each
time slice seems exponential as a function of system size
according to Eq. (29). However, the situation gets sim-
plified when the Hamiltonian H consists of some local
interaction terms

H =
∑
m

Hm, (31)

where each Hm acts on a local set of qubits, and the num-
ber of Hm is polynomial as a function of system size. For

example, Hm ∝ ZiZj and the number of Hm is O(N2
q ) in

case of long-range interacting Ising model. Though the
local terms Hm may not commute, the imaginary time
evolution e−∆τH can be decomposed by

e−∆τH =
∏
m

e−∆τHm +O(∆τ2). (32)

Then the previous steps in QITE-measure can be imple-
mented for each e−∆τHm . As shown in [13], when the
Hamiltonian consists of local terms and the correlation
length of the system is finite, the expansion in Eq. (29)
for each Hm can be implemented with Pauli strings on a
support constantly larger than the support of Hm (Sup-
port of a Pauli string is defined by the set of qubits on
which the Pauli letters are not identity). The correla-
tion length of a system is finite when its Hamiltonian is
outside the critical region. Thus the support of the Pauli
strings has no dependence on the system size, and the to-
tal number of Pauli exponentials e−iθσ̃I is a polynomial
function of the system size at least when the Hamiltonian
is sufficiently far away from the critical point.

Compared with the QITE-ansatz, the precision of the
QITE-measure is not limited by the variational ansatz.
However, the circuit depth grows linearly with the evolu-
tion time τ . Thus this algorithm would be very sensitive
to coherent or incoherent noise in real quantum devices
and can only be applied to small spin systems [28].

Quantum circuits constructed in QITE-measure can
be naturally converted into a variational ansatz with the
following steps: (1) using all the necessary Pauli ex-
ponentials at one time slice as one layer of the varia-
tional ansatz; (2) sequentially repeating the layer several
times in the quantum circuit; (3) converting all the ex-

pansion coefficients a
(τ0)
I into undetermined parameters,

which are initially zero and to be evolved according to
the QITE-ansatz algorithm. Times of repetition for one
layer is called the depth of the variational ansatz, also
called the number of layers.

The behavior of this variational ansatz can be ana-
lyzed with the help of QITE-measure. Assuming we
have the same quantum circuit layers for the varia-
tional ansatz in QITE-ansatz and the quantum circuits
in QITE-measure. Because the states prepared in QITE-
measure can all be explored by the variational ansatz,
one can expect QITE-ansatz using this circuit to behave
at least better than QITE-measure. The systematic error
of the QITE-measure circuit is of the first-order Trotter
type, i.e., error ∼ O(∆τ) [13]. By equalizing the longest
circuit depth used in QITE-measure and the depth in
variational ansatz, it can be deduced that in the worst
case, the variational ansatz leads to an error of O(1/L),
where L is the number of layers.

In the numerical simulations, we find that the cir-
cuit depth required in QITE-ansatz is much smaller than
that required in the QITE-measure. For example, in our
numerical simulation of the Ising model, if the imagi-
nary time of the final state is τ = 0.5, with step size
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Figure 1. Example of circuits for the imaginary time evolution of Ising systems. The basic building blocks of the circuits
are defined as UZY (θ) ≡ e−iθZY , UY Z(θ) ≡ e−iθY Z . (a) The quantum circuit in the QITE-measure algorithm to carry out
the imaginary time evolution eτZZ |++〉. ∆τ is the length of one time slice. (b) The variational ansatz converted from the
QITE-measure circuit. L is the number of circuit layers, θi, θ

′
i, i ∈ [1, L] are free variational parameters. (c) The variational

ansatz for nearest neighbor 1-D Ising chain under the periodic boundary condition. Each layer consists of one layer of ZY-Pauli
exponentials and one layer of YZ-Pauli exponentials, as shown in the dashed box. The figure shows the case of two layers, and
we have measurements denoted by black boxes at the end of the circuit.

∆τ = 0.002, QITE-measure requires the number of lay-
ers τ/∆τ = 250. In contrast, to reach a sufficiently good
precision using the variational ansatz, we find the num-
ber of layers required is at most L = Nd for the 2-D
nearest neighbor Ising model where Nd is the side length
of the Ising lattice system. More details on the number
of circuit layers required are shown in Appendix B.

The variational ansatz can be simplified due to some
special structures of the Hamiltonian and the initial
state. In the numerical simulations, we notice that some
of the variational parameters are always zero during the
whole evolution, which corresponds to the same set of
Pauli strings over all the layers. We call the Pauli string
in this set irrelevant, and the other Pauli strings corre-
sponding to non-zero variational parameters are relevant.
As the irrelevant Pauli exponentials are identity, they can
be removed a priori when constructing the variational
ansatz. These irrelevant Pauli strings can be identified
according to the symmetry and some special structures
of the Hamiltonian and the initial state. For example,
if all the entries in the Hamiltonian and the initial state
are real, then the corresponding unitary operator e−i∆τÂ

should also be real. Thus all Pauli strings with an even

number of Pauli-Y letters are irrelevant.
We demonstrate the above construction of variational

ansatz using an example of a two-qubit (Nq = 2)
Ising system. There are 42 = 16 Pauli strings on the
two-qubit system. Assume we have an initial state
|++〉 and the system Hamiltonian H = −Z1Z0. Be-
cause all the entries in the Hamiltonian and the ini-
tial state are real, eliminating Pauli strings with an
even number of Pauli-Y letters leaves 6 Pauli strings:
I1Y0, X1Y0, Y1I0, Y1X0, Z1Y0, Y1Z0. Evolving one layer
with these 6 Pauli strings using QITE-ansatz, we fur-
ther find 4 Pauli strings are irrelevant. It leaves only two
relevant Pauli strings for the imaginary time evolution

Z1Y0, Y1Z0. (33)

One can verify that

e−∆τH |++〉 = e∆τZ1Z0 |++〉
∝ e−ia1(0)Z1Y0e−ia2(0)Y1Z0 |++〉 ,

(34)

with expansion coefficients

a
(0)
1 = a

(0)
2 =

1

2
tan−1(tanh ∆τ). (35)
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Figure 2. Specific heat(left column) and susceptibility(right column) as a function of K in 2-D(upper row) and 3-D(lower row)
nearest-neighbour Ising model(α = ∞). ED represents results from exact diagonalization. We see that the results from the
noiseless quantum simulation are close to exact diagonalization, especially in the region far from the critical point. The black
dashed lines in the four panels are the exact critical temperatures Kc of the corresponding dimension in the infinite volume
limit. The solid grey line in the upper left panel shows the peak movement as the system size enlarged, which is fitted inspired
by finite size scaling (FSS). As the lattice size increases, the peaks of the specific heat and the leaps of the susceptibility are
more obvious, and the transition points approach the exact critical point.

In the QITE-measure algorithm, to evolve the initial
state to an arbitrary time τ , the quantum circuit is
shown in figure 1a. It has τ/∆τ layers. The varia-
tional ansatz with L layers for the two-qubit Ising sys-
tem is constructed as shown in figure 1b. In this circuit,
{θ1, θ

′
1 . . . θL, θ

′
L} are all variational parameters, taking

zero as initial values, and to be evolved according to the
QITE-ansatz algorithm.

IV. NUMERICAL RESULTS

In this section, we apply the previous variational
ansatz design procedure to the long-range interacting
Ising model, where we will prepare CPS as the initial
state. Equipped with the thermal state, we can calculate
the specific heat Cv and susceptibility χ as a function of
K ≡ Jβ. Our numerical simulations are carried out on
the Qiskit noiseless statevector quantum simulator [29].

The initial state and variational ansatz are chosen as
described in section III. To calculate the thermal expec-
tation values of the Ising model, we only need to calcu-
late the imaginary time evolution of the product state∣∣+̃〉. With the initial state, and for every local interac-
tion term in Ising model ZiZj(∀i, j ∈ Λ), we have the

corresponding relevant Pauli strings

ZiYj , YiZj . (36)

Then we can construct the variational ansatz for the
target Ising Hamiltonian. An example of a variational
ansatz for nearest-neighbour Ising chain under periodic
boundary conditions is shown in figure 1c. Each layer of
the variational ansatz consists of one layer of ZY-Pauli
exponentials and one layer of YZ-Pauli exponentials, as
shown in the dashed box. In the figure, we show the case
of two layers, and we will use two layers in the following
numerical simulations if not specified otherwise. One has
to notice that here we assume the imaginary time evolu-
tion of each local interaction term eτZiZj can be realized
with the Pauli exponentials e−iθZiYje−iθ

′YiZj , which have
the same support of ZiZj . These two Pauli exponentials
are enough in the 2-qubit case as indicated by Eq. (34),
but are not when the system size is large and when the
system approaches the critical point, as explained in the
previous section. It means that the expressivity of this
variational ansatz is not sufficiently good to carry out
the whole imaginary time evolution e−τH . Limited ex-
pressivity leads to systematic errors, which will affect the
numerical results.

First, we present the numerical results of the nearest-
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neighbor Ising model(NNIM), i.e., taking the limit α →
∞ in Eq. (1). With the nearest-neighbor interaction,
there are N = 2D|Λ|L parameters in the variational
ansatz. In two and three-dimensional NNIMs, there is
a second-order phase transition in the infinite volume
limit, where the critical points are Kc = ln

(
1 +
√

2
)
/2 ≈

0.441 [30] and 0.222 [31] for dimension D = 2, 3, respec-
tively. The specific heat and susceptibility would hence
diverge near the critical point in the infinite volume limit.
Figure 2 shows the specific heat and susceptibility for
various K values obtained via QITE-ansatz. The lattice
size is 2 × 2, 3 × 3, 4 × 4 for the 2-D system, marked by
triangular-down, circle and triangular-up, respectively,
and 2× 2× 2, 3× 3× 2 for the 3-D system, with results
marked by triangular-down and circle respectively. In the
evolution of the variational parameters, we use the Euler
method with step length δτ = 0.002 as in Eq. (19), which
is chosen such that further shrinking the step length has
no impact on the numerical results (We will take this
step length also throughout the following simulations.).
We see that the QITE results converge well with the re-
sults from exact diagonalization(ED) when the system
size is small for both 2-D and 3-D systems. For 4×4 and
3 × 3 × 2 lattices, the specific heat curves deviate from
the ED curves near the critical point, which result from
the limitation of the variational ansatz expressivity. The
expressivity can be improved by increasing the number
of ansatz layers and using longer Pauli strings for each
local interaction term beyond ZiYj , YiZj . More detailed
error analyses are shown in Appendix B.

Indications of the Ising criticality can be observed in
figure 2. The critical temperatures of 2-D and 3-D sys-
tems in the infinite volume limit are denoted by the black
dashed line. Near the critical points, values of the spe-
cific heat and susceptibility increase, and there are peaks
in the specific heat as a function of K. For 2-D NNIM
with volume Nd×Nd, we denote the position of the peak
as Kc(Nd). For larger system sizes, Kc(Nd) moves slowly
towards the infinite volume critical point Kc. To guide
the eye of this movement, we draw the grey solid line
in the upper left panel of figure 2. The analytic expres-
sion of the grey solid line is inspired by the finite size
scaling [32].

Figure 3 presents the behavior of the specific heat
for the 2-D long-range interacting Ising model with fi-
nite α. Compared with the nearest neighbor interac-
tion, the long-range model introduces more ZiZj inter-
actions and requires more variational parameters. There
are N = |Λ|(|Λ| − 1)L parameters in the variational
ansatz. The system size in the figure is |Λ| = 3 × 3,
with α = 1, 2, 3 and the nearest neighbor case α = ∞,
marked by the triangular-up, cross, triangular-down and
circle, respectively. We see that for various α and K,
the QITE-ansatz results and the ED results are consis-
tent. Moreover, the peak of the specific heat shifts to
the direction of high temperature(smaller K) for a larger
interaction range(smaller α). This behavior is reasonable
since the long-range interaction effectively raises the sys-

0.0 0.2 Kc( = ) 0.6 0.8
K

0.0

0.2

0.4

0.6

0.8

C v

QITE = 1
QITE = 2
QITE = 3
QITE =
ED

Figure 3. Specific heat as a function of K in the 2-D long-
range interacting Ising model with interaction range α =
1, 2, 3,∞, where smaller α indicates larger interaction range.
The system size is |Λ| = 3 × 3. ED represents results from
exact diagonalization. We see that for various α and K, the
QITE results and the ED results are consistent. The black
dashed line denotes the exact critical point of the 2-D NNIM
in the infinite volume limit. As α decreases, the peak of the
specific heat curve left shift, indicating that the effective di-
mension is raised for a larger interaction range.

tem’s dimension, and a higher system dimension leads
to a higher critical temperature, e.g., 3-D NNIM critical
temperature is higher than that of 2-D NNIM.

V. DISCUSSION

This work discussed the possibility of using the imag-
inary time evolution algorithm to prepare the thermal
state of the Ising model on NISQ devices. We numerically
calculate the specific heat and susceptibility of the long-
range interacting Ising model with the prepared thermal
state. We find that the results using the quantum al-
gorithm are consistent with the ones from exact diago-
nalization for various temperatures, including the critical
and low-temperature regions.

We presented a systematic procedure to design a vari-
ational ansatz for the thermal state preparation. This
ansatz is inherited from the quantum circuits used in
QITE-measure algorithm. We show that it out-performs
the original circuit designed using QITE-measure. This
variational ansatz can be further simplified according to
the symmetry of the Hamiltonian and the initial state.

The ideas proposed in this work can be applied to
study the critical behavior of other classical models, such
as the Q-state Potts model, which would be difficult to
simulate using the Monte-Carlo algorithm when Q is very
large. Additionally, according to the correspondence of
the D dimensional quantum model to the D + 1 dimen-
sional classical model [33], the algorithm can also be used
to study quantum phase transition.
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Appendix A: Simplification of thermal state
preparation in classical field theory

The Hamiltonian of a classical field theory is naturally
diagonalized and can be written as a linear combination
of Pauli-Z operators, such as the Ising model considered
in the main text and Q-state Potts model. Such Hamil-
tonian has energy eigenstates that can be encoded on
the computational basis of qubits, and all the Pauli-Z
operators commute with each other. To compute the
expectation values of such Hamiltonian’s thermal state,
we only need imaginary time evolution on an initial state∣∣+̃〉 ≡ |+〉⊗Nq where Nq is the number of system’s qubits

and |+〉 = (|0〉+ |1〉)/
√

2. A similar idea is also proposed
in the tensor network algorithm targeting on classical

Ising model [34]. The above statement is proved as fol-
lows.

The thermal expectation values 〈O〉 as defined in
Eq. (4) can be expanded with an arbitrary orthogonal
basis {|i〉}

〈O〉 =

∑
i 〈i| e−τHOe−τH |i〉

Z2τ
, (A1)

where

Z2τ =
∑
i

〈i| e−2τH |i〉 . (A2)

We choose the orthogonal basis of Pauli-X operators
{|i〉} = {|+〉 , |−〉}⊗Nq . Notice that all vectors in the
set can be generated by applying Pauli-Z operators on
one basis vector

∣∣+̃〉. For example

Z2Z1 |+〉2 |+〉1 |+〉0 = |−〉2 |−〉1 |+〉0 . (A3)

The Hamiltonian consists of Pauli-Z operators, so it com-
mutes with all the Pauli-Z operators. Thus, all terms in
the partition function are equal

〈i| e−2τH |i〉 =
〈
+̃
∣∣ e−2τH

∣∣+̃〉 , (A4)

for all |i〉 ∈ {|+〉 , |−〉}⊗Nq , and we have Z2τ =
2Nq

〈
+̃
∣∣ e−2τH

∣∣+̃〉. Further, notice that all the observ-
ables concerning specific heat and susceptibility in Eq. (8)
consist of Pauli-Z operators, which can be formally writ-
ten as

O =
∑
m

hmZ̃m, (A5)

where Z̃m denotes the tensor product of Z operators at
some sites and identity operators at others. Similar to
Eq. (A4), all terms in the numerator of Eq. (A1) are
equal

〈i| e−τH Z̃me−τH |i〉 =
〈
+̃
∣∣ e−τH Z̃me−τH ∣∣+̃〉 , (A6)

for all |i〉 ∈ {|+〉 , |−〉}⊗Nq . Thus we have

〈Z̃m〉 =
2Nq

〈
+̃
∣∣ e−τH Z̃me−τH ∣∣+̃〉

Z2τ

=

〈
+̃
∣∣ e−τH Z̃me−τH ∣∣+̃〉〈

+̃
∣∣ e−2τH

∣∣+̃〉 .

(A7)

In conclusion, the thermal expectation value of an ob-
servable O =

∑
m hmZ̃m with a thermal state of a clas-

sical Hamiltonian can be derived according to imaginary
time evolution on initial state

∣∣+̃〉,
〈O〉 =

∑
m

hm〈Z̃m〉

=
∑
m

hm

〈
+̃
∣∣ e−τH Z̃me−τH ∣∣+̃〉〈

+̃
∣∣ e−2τH

∣∣+̃〉
=
∑
m

hm
〈
+̃(τ)

∣∣ Z̃m ∣∣+̃(τ)
〉
,

(A8)
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Figure 4. The average absolute error of specific heat as a
function of variational ansatz layers. We utilize the 2-D near-
est neighbor Ising model with two volumes |Λ| = Nd ×Nd =
3× 3, 4× 4. The limitation of variational ansatz can be well
controlled by increasing the layers. As the number of layers
is larger than some transition layers L∗, the error has no ob-
vious change. Theoretically, we can predict L∗ ∈ [1.5, 3] for
Nd = 3 and L∗ ∈ [2, 4] for Nd = 4.

where
∣∣+̃(τ)

〉
is imaginary time evolved state according

to Eq. (9). The state is initialized as
∣∣+̃(0)

〉
=
∣∣+̃〉. Thus

we prove the statement in Eq. (26).

Appendix B: Error analysis and circuit layers
estimation

There are four main sources of errors when imple-
menting the QITE-ansatz algorithm on real quantum de-
vices [35]

• The variational ansatz has limited expressivity.
The imaginary time evolution proceeds on the man-
ifold expanded by the variational ansatz. Thus the
evolved wave function deviates from the true wave
function in Eq. (9), and leads to the systematic er-
ror of the expectation values of the observables.

• Errors arise from the numerical integration using
the Euler method as in Eq. (19).

• Noisy quantum gates, state preparation and mea-
surement in quantum devices result in systematic
errors when evaluating expectation values and es-
timating M and V (See Eq. (17)).

• Finite number of shots results in statistical errors
in evaluating expectation values, M and V .

Errors of the last two items exist in general for any quan-
tum algorithms. In the following, we will only analyze the
errors specific to the QITE algorithm, as depicted in the
first and second items.

The errors from the limited variational ansatz expres-
sivity have been shortly discussed in the main text. There

are two ways to improve expressivity. The first is by in-
creasing the number of ansatz layers, and the second is
by considering longer Pauli strings expansion in Eq. (29)
for each local interaction term in the Hamiltonian. It is
not hard to see that by extending number of layers to
infinity and taking the expansion on the whole system,
the variational ansatz can carry out the evolution e−τH

exactly. In the following text, we numerically investigate
how these two aspects affect the performance in calculat-
ing the specific heat of 2-D NNIM.

The limitation of finite ansatz layers can be observed
by tuning the number of layers L. In figure 4, we compute
the average absolute error of 2-D NNIM specific heat as a
function of L, in case of lattice volumes |Λ| = 3×3, 4×4.
The average absolute error is defined by

∆Cv ≡
1

|Kmax −Kmin|

∫ Kmax

Kmin

dK |Cv − CEDv |, (B1)

where Cv is specific heat from the quantum simulator,
and CEDv is from exact diagonalization. Here we take
the integration range [Kmin,Kmax] = [0, 1]. The errors of
specific heat decrease rapidly as L increase and saturate
to a platform after a certain layer L∗. We will analyze
this transition layers L∗ after a while. When L > L∗,
the remaining average absolute error of specific heat is
mainly from the finite length of Pauli strings expansion.

Here provide an empirical explanation of the transi-
tion layer L∗ observed in figure 4. It also helps to esti-
mate how many layers we need when constructing vari-
ational ansatz for simulating NNIM. As shown in fig-
ure 5, variational ansatz generates correlation in the spin
system. In the best case, the correlation between two
neighboring spins is generated by one unitary transfor-
mation such as e−iθZY in the Ising case; In the worst case,
we need a whole layer of the variational ansatz such as
e−iθZY e−iθ

′Y Z to generate such correlation. The transi-
tion layer L∗ indicates the lowest number of circuit lay-
ers to generate correlation between the two most distant
spins in the D-dimensional nearest neighbor lattice sys-
tem. Thus for D-dimensional NNIM with volume ND

d
and PBC, as the Manhatten distance of the most remote
two spins is DNd/2 (Equal to the number of the yellow
arrows in figure 5, where D = 2, Nd = 3, 4 respectively.),
the transition layer would be in the range

DNd
2G

≤ L∗ ≤ DNd
2

, (B2)

which corresponds to the best case and worst case men-
tioned above. Here G is the number of Pauli expo-
nentials in one layer, i.e., the number of relevant Pauli
operators for some local interaction terms. The transi-
tion layers in figure 4 are in accord with this range, i.e.,
Nd/2 ≤ L∗ ≤ Nd, and we see larger number of layers have
almost no improvement to the average absolute error of
the specific heat. Thus we say L∗ layers are enough for
variational ansatz to simulate NNIM. This estimation on
the number of ansatz layers can be generalized to more
complicated short-range interacting models.
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Figure 5. An Illustration to explain the transition layer in figure 4. We plot the 2-D nearest neighbor Ising model with two
volumes |Λ| = 3× 3, 4× 4. Circles with solid edges are real spins. Circles with dashed edges are virtual spins from the periodic
boundary condition. The spin at the origin(lower left corner) is denoted by the orange circle, which has three corresponding
dashed-edge circles at three other corners. The yellow arrows denote the shortest path connecting the most remote spin to the
spin at the origin. One layer of the variational ansatz generates the correlation between two spins at least 1 unit length apart.
With at most DNd/2 layers, the variational ansatz can connect all the spins in the graph.
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Figure 6. The quantum circuit equivalent to the
QITE-measure circuit in figure 1a. Here UZY (θ) ≡
e−iθZY , UY Z(θ) ≡ e−iθY Z . This circuit can be expressed per-
fectly with only one layer of the variational ansatz in figure 1b.

Comparing the required number of layers of the vari-
ational ansatz provided by Eq. (B2) and the layers of
quantum circuits used in QITE-measure, one finds the
former is much less than the latter. It can be partially
explained using the example of the two-qubit Ising sys-
tem shown in the main text. For the QITE-measure cir-
cuit figure 1a, due to the commutability of relevant Pauli
operators [ZY, Y Z] = 0, it is equivalent to the circuit

shown in figure 6, which consists of only two Pauli expo-
nentials where the rotation angles are the summation of
all the coefficients of the corresponding Pauli exponen-
tials in figure 1a. Therefore, if we use one layer of the

circuit in figure 1b, and θ1 = a
(0)
1 + . . . + a

(τ−∆τ)
1 , θ′1 =

a
(0)
2 + . . .+ a

(τ−∆τ)
2 , the QITE-measure circuit could be

rephrased without loss of the precision. Thus compared
with the QITE-measure circuit, the number of variational
ansatz layers used in our simulation can be significantly
reduced.

Numerical integration errors can be controlled via a
more elaborate numerical integration algorithm. In the
main text, we use the Euler method that accumulates a
global error of O(δτ) at the final step. One could use
a more elaborate numerical algorithm such as the 4th-
order Runge-Kutta method to control the systematic er-
ror, which accumulates a global error of O(δτ4) at the
final step. In our simulations, as the numerical integra-
tion error is not the dominate systematic error, the Euler
method is sufficiently good.
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