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Responsible Artificial Intelligence (RAI) education has emerged as a way of approaching the field of Al to address
a host of concerns (Bentley et al., 2023). Many education providers have been releasing new RAl-related online
courses, programmes, or toolkits. When combined with the issues emerging from the development, deployment,
and use of Al the expansion of RAI education and the proliferation of resources raise two critical questions. First,
what can we learn about RAI from examining both the content and structure of publicly available RAI educa-
tional resources? Second, how might we understand the quality and impact of these RAI resources? We con-
ducted a systematic search of UK RAI educational resources found online. We first present a descriptive analysis
of 211 resources collected, including their type, format, cost, sector, audience, and type of provider. Further-
more, we describe our collaborative approach to analysing four pre-selected resources in-depth, from which we
outlined an evaluation framework that we then employed for assessing the content of a subset of 47 resources.
The five crucial areas of our framework could guide both learners and developers when approaching RAI

resources.

1. Introduction

The growing interest in artificial intelligence (AI) has led to
numerous negative or unexpected effects (Mikalef et al., 2022). A
well-known example is Google’s Al image generation tool, Gemini. To
address racial bias, Google introduced a technical diversity requirement
that produced historically inaccurate images, such as depicting Nazis as
people of colour (Shamim, 2024). Public outrage prompted Google to
disable the image generation feature, highlighting both the technical
and sociopolitical complexities of Al systems. This example illustrates
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that the complexity of developing and deploying Al responsibly requires
many actors to debate and critically assess the socio-technical aspects of
AI (Mikalef et al., 2022; Nabavi & Browne, 2023).

Al as a constellation of technologies and a field of research and
practice, consistently eludes definition with its meaning varying widely
depending on context, application, and perspective (Sheikh, Prins &
Schrijvers, 2023). Likewise, Al is increasingly impacting our societies
and environment in both promising and harmful ways, influenced as
much by public perception and beliefs as by the capabilities and impacts
of Al-enabled systems. This complexity makes it difficult to fully
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anticipate Al's implications on our lives and societies.

Responsible Al (RAI) has thus emerged as a field of policy, research,
and practice concerned with developing, deploying, and governing Al
systems in ways that are safe, ethical, and sustainable (Dignum, 2023).
RAI education has developed as a means to support diverse people and
stakeholders in addressing the complex challenges that Al technologies
present (Bentley et al., 2023). Education is an imperative for RAI, with
many providers releasing new RAI educational resources (de Laat, 2021;
Madaio et al., 2024). However, there remains a noticeable lack of
standards or frameworks to evaluate the quality of these resources,
leaving little scope to understand their impact or contribution to RAI
more broadly.

This gap is particularly problematic given the role that education
plays in translating principles into practice. While much current RAI
scholarship focuses on the governance of Al in policy and societal levels
(Mikalef et al., 2022), studies on how these principles are embedded in
the educational resources learners encounter are lacking. This study,
therefore, reviewed and evaluated UK-based publicly available RAI
educational resources using a tailored multidisciplinary review design,
including a scoping review and a multidisciplinary review of selected
resources. As part of this review, we examined the characteristics of
available resources and whether they support RAI education for various
purposes and audiences. However, given the evolving nature of RAI as a
field, we also highlighted how multidisciplinary participants assessed
the resources. We focused on the UK because of local educational
practices and specific conditions, such as sector-specific Al challenges (e.
g., NHS struggles with Al bias in healthcare [Nouis et al., 2025]), to offer
targeted recommendations for enriching the UK educational landscape.
Additionally, as a Responsible Ai UK (RAi UK) research programme
funded project, we support the organisation’s mission to promote
responsible, inclusive, and publicly beneficial AI education.

Our findings showed a concerning lack of clarity about what con-
stitutes RAI, with unclear learning outcomes and text-heavy materials
that focused on basic understanding rather than application. Consid-
ering these findings, we present an original evaluation framework to
guide learners and developers when approaching RAI resources. The
framework includes five key aspects: engaging with the context, build-
ing on a socio-technical definition of RAI, questioning the providers'
interests, clearly addressing the audience and their needs, and adopting
critical pedagogy theory and praxis within RAI education.

The framework addresses a significant gap in the UK’s RAI education
landscape by focusing on how responsibility is actually learned and
taught. It promotes a vision for RAI education that is participatory,
critically reflective, and contextually relevant in its practice.

Although this framework emerges from analysing UK-based re-
sources, it could lay the groundwork for developing context-specific
frameworks globally, especially given the corporate influence in Al ed-
ucation worldwide.

The paper comprises six sections. The following section provides the
literature review on RAI education, its challenges, and the importance of
evaluating resources. The next presents the evaluation methodology.
The findings are detailed in the fourth section, with the discussion in the
fifth. The final section summarises key findings and the framework.

2. Literature review
2.1. Education in moments of transition

The term “Responsible AI” has gained widespread attention in both
academic and non-academic settings as the adverse impacts of Al sys-
tems have become apparent (Mikalef et al., 2022). However, the field
remains contested, with ongoing debates about who bears re-
sponsibility, what constitutes responsible practice, and how account-
ability should be distributed across AI systems (Porter et al., 2025).
These unresolved tensions risk reducing RAI into a “buzzword”,
obscuring rather than clarifying the importance of the field
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(Baeza-Yates, 2023).

The diversity of the RAI field is considerable, frequently adopting
incompatible definitions. Dignum (2019) identified RAI as a method for
individuals to take responsibility for the power Al brings to them. In
contrast, Merhi (2023) argued that RAI concerns establishing standards
and values to prevent security, discrimination, and bias issues in Al
systems. Yet, these definitions miss the scope and scale of the trans-
formations and actors implicated in RAI design and deployment.

These definitional problems reflect deeper challenges in the field
(Reyes-Cruz et al., 2025). As Dignum (2019) observed, RAI is “more than
ticking ethical boxes in a report or developing add-on features or
switch-off buttons in Al systems” (p. 6). It requires continuous integra-
tion of ethical, legal, and societal dimensions into AI design and
deployment. This integration involves active participation and engage-
ment of diverse stakeholders (e.g., developers, policymakers, educators,
researchers, learners, and the public) who shape systems that are
trustworthy in both principle and practice.

Recognising this complexity and the field’s contested status
(Reyes-Cruz et al., 2025), we adopt a working definition of RAI as a
multidisciplinary field involving policy, research and practice aimed at
ensuring development, deployment and governance of Al systems that
deliver safe, ethical and sustainable benefits to society. We acknowledge
RALI as an evolving field negotiating fundamental challenges related to
technology, power, and social responsibility.

Meanwhile, in education, there is an upsurge of interest from inter-
national organisations, businesses, governments, and institutions to
develop resources that demonstrate their commitment to RAI (Stahl
et al., 2023). In fact, as of 2022, there were “over 600 Al-related policy
recommendations, guidelines or strategy reports” (Dignum, 2023, p.
196) released by governmental and non-governmental organisations.
Large tech companies (e.g., Microsoft, 2023, 2024) are also releasing
RAI recommendations and best practices. Higher education institutions
(HEIs) are offering training, courses, and degree programmes in RAI to
educate various groups. These initiatives vary in nature, scope, and in-
fluence as they include product-level improvements, addressing
Al-related problems, and principles and guidelines for transforming RAI
(Nabavi & Browne, 2023). However, the pressing question is whether
these initiatives develop a holistic education (Dominguez Figaredo &
Stoyanovich, 2023), encompassing not only the technological aspects
but also the societal implications of Al, evaluating them against the
field’s core aims of ensuring safe, ethical and sustainable Al benefits to
society. However, given the complexities within the field and its con-
tested status (Reyes-Cruz et al., 2025), the issue of how to effectively
evaluate existing RAI educational resources is both problematic and
critically important. The next section draws on RAI and education
literature to explore what should be assessed and how.

2.2. Challenges surrounding RAI education and its evaluation

Whilst numerous RAI educational resources exist, there is no
research examining how to evaluate these resources or what criteria
should guide such assessment. Within education literature, decades of
research has churned out valuable insights into pedagogical effective-
ness for specific contexts or learners, encompassing schooling, higher
education, vocational training, and professional development
(Narzulloevna et al., 2020; Senior et al., 2018). However, RAI education
presents unique challenges that cross these contexts, as it oversteps
traditional disciplinary boundaries and affects virtually every sector of
society.

Murad (2022) identified three core groups requiring RAI education:
civil society, public entities, and system owners. However, these cate-
gories mask significant complexity. Within “civil society” alone, which
Murad (2022) defined as groups of individuals impacted by Al systems,
marginalised groups, and public-interest groups, we find healthcare
patients needing to understand data protection, job seekers navigating
automated hiring workflows, or citizens affected by algorithmic
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decision-making in public services. Each group likely needs different
levels and types of RAI knowledge and skills. However, it is unclear to
what extent diverse needs of varied audiences are presently tailored for
in the UK. Additionally, the challenge extends to fundamental questions
about learning design. We draw on Biggs and Tang’s (2014) concept of
constructive alignment because it emphasises examining the relation-
ship between intended learning outcomes, teaching methods, and
assessment approaches. For evaluating RAI educational resources,
examining this alignment may be particularly important given our focus
on whether these resources effectively support learning outcomes that
contribute to the aims of RAL

However, there is very little research on relevant learning outcomes
for RAI, let alone learning design. Dominguez Figaredo and Stoyanovich
(2023) highlighted that responsibility should be integrated into every
stage of the learning process, yet the field lacks frameworks for defining
and measuring learning outcomes that balance technical understanding
with ethical awareness and practical application. This gap is particularly
problematic given the rapid pace of Al technology development and its
societal implications.

Likewise, constructive alignment, or the learning design, can be
particularly challenging in fields where theory and practice are deeply
intertwined (Loughlin et al., 2020). Whilst Lewis and Stoyanovich
(2022) advocate for varied materials, such as videos, tests, and simu-
lations, there remains a significant gap in understanding effective
learning design of experiences that effectively bridge technical, social,
professional, and ethical considerations across different contexts or
levels of expertise. Our study addresses these gaps by examining how
existing RAI educational resources navigate these challenges, particu-
larly in terms of learning outcome specification, audience targeting, and
learning design.

Beyond pedagogical design, evaluating RAI education resources
should tackle deeper questions about the field’s fundamental challenges
related to technology, power, and social responsibility. According to
Giroux (1983), education is not merely a means of transmitting
knowledge but also a site where dominant social norms and power re-
lations are reproduced through hegemonic processes. In the context of
RAI education, this means that educational resources risk reinforcing
dominant narratives about AI that could reinforce social injustice or
inequality, rather than contributing to societal benefits for all. If RAI
education simply teaches compliance with current industry practices
without fostering critique of underlying assumptions, it may legitimise,
rather than challenge, problematic AI deployments and practices.
Freire’s (1970) view on education is crucially important in this context,
as education may either facilitate learners to conform to what could be
called “irresponsible” Al systems and practices or enable people to “deal
critically and creatively with reality and discover how to participate in
the transformation of their world” (p. 34). Operationalising this lens
involves analysing how resources frame learner agency and re-
sponsibility, whose voices or perspectives are included or excluded in
the materials, and the types of questioning and dialogue they promote.

Looking beyond the field of education, we also considered relevant
RAI and Al ethics frameworks to better analyse how resources frame Al
responsibility, whose interests the resources serve, and how learners are
envisioned in participating or enacting in RAI development or deploy-
ment processes. While several frameworks have been developed to guide
ethical design and governance of Al there is a notable lack of tools to
translate these values into educational practices. For instance, Floridi
and Cowls (2019) proposed a unified framework of five principles for Al
in society: beneficence, non-maleficence, autonomy, justice, and
explicability. The framework has the potential to guide the laws and best
practices for ethical Al across different social contexts, but it does not
address how responsibility can be taught and practised in educational
contexts. techUK’s (2025) recent report explains the roles, competencies,
and pathways needed for operationalising RAI within organisations.
While it provides critical aspects for shaping institutional readiness, it
does not delve into the pedagogical processes of learning about RAI,

Journal of Responsible Technology 25 (2026) 100147

which often has to occur “on-the-job” (Madaio et al., 2024). Other
traditional quality assurance mechanisms (e.g., Ofsted inspections, QAA
benchmarks, or standardised assessments) that rely on fixed curriculum
and measurable outcomes are unsuitable for the evolving nature of RAI
Given the significant limitations of existing methods and a lack of
tailored evaluation frameworks for RAI education resources, this study
addresses these gaps by constructing a novel evaluation framework. As
no analytical framework developed from a single disciplinary perspec-
tive has been shown to be suitable, we sought out multidisciplinary
views and constructed our methodology and evaluation framework in a
participatory fashion, as outlined in the next section.

3. Methodology

This study developed a novel evaluation framework through
participatory multidisciplinary review. The aims of this study were to 1)
identify what makes RAI training effective, and 2) develop approaches
for evaluating current RAI offerings in the UK from multiple stakeholder
and disciplinary perspectives.

We designed a methodology comprising simultaneous, inter-
connected activities that allowed our evaluation framework to emerge
through: 1) collection of resources, 2) descriptive content analysis of all
resources by the lead authors, 3) multidisciplinary curriculum review of
four selected resources, and 4) collaborative content analysis of all
included resources. This approach enabled us to construct our evalua-
tion criteria through dialogue between diverse disciplinary perspectives
while systematically examining the landscape of available resources.
This research was granted ethical clearance from King’s College Lon-
don’s Research Ethics Committee. In the following sections, we describe
each activity.

3.1. Collection of resources

Two authors collected resources to effectively capture the current
state of the field. This involved searching and compiling publicly
available RAI educational training materials and resources. Thus, our
research adopts a scoping review methodology as described by Munn
et al. (2018), which is particularly well-suited given the study’s aim to
identify knowledge gaps and map the available evidence in the chosen
field.

The search for resources was conducted using Google from March to
July 2024, implementing a systematic keyword search strategy, where
we crowdsourced terms from RAi UK network event, leading to 17
variations of “Responsible”, 21 variations of “Artificial intelligence”,
and 13 variations of “Training” (see Table 1).

Our search for RAI educational materials and training yielded a pool
of 280 resources documented in a spreadsheet.

3.2. Inclusion and exclusion criteria

We included all resources that contained at least one of the keywords
from each of our Table 1 columns. We included paid and free resources.
We included resources from any type of provider, such as technology
and professional services, government, professional training provider,
and university. We included any type of format, including online, in-
person, text or web-based.

From the list of 280 resources, we excluded five duplicate entries and
64 that were not training or educational resources (13), not available
anymore (6), not UK-relevant (26), or did not mention any socio-
technical aspect (19). We excluded entries that were not considered
training or educational resources, including blog posts and research
proposals.

We excluded resources not developed for UK audiences, including
only resources in which authors, companies, or providers operated
within the UK. We excluded those outside of the UK. In this way, our
findings are directly relevant to the UK context, providing a clearer
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Table 1
Crowdsourced keywords used in the search.

Variations of Variations of Artificial Variations of

Responsible Intelligence Training
Responsible Artificial Intelligence Training
Ethical Machine Learning Course
Fair Natural Language Processing Skills
Equity/Gender Equity Multi-Agent Systems Learning
Accountable Intelligent Systems Education
Human-Centred Computer Vision Literacy
Trustworthy Deep Learning Resources
Bias Mitigation Cyber-physical Materials
Justice Reinforcement Learning CPD
Social Justice Neuro-Symbolic Executive Education
Sustainable Conformal Prediction Toolkit
Rights Knowledge Graphs Guidelines
Feminist Reasoning Guidance
Inclusive Planning
Value Sensitive Argumentation
Intersectional Digital Twins
Critical Robotic

Control Systems

Data

Metaverse

Augmented Reality

understanding of its gaps and challenges.

We focus on the UK context because this is where we have the most
power to influence practice. While the UK is actively advancing Al
adoption in multiple sectors, the role of public education and informal
learning in building RAI literacy has been underemphasised. There is a
clearly demonstrated public demand for high-quality, accessible re-
sources, particularly among those outside formal education (Office for
National Statistics, 2023). By focusing on the UK, this research seeks to
develop a framework that speaks directly to national education needs,
offering tools to support and enhance RAI learning. However, our
findings may be relevant to other contexts, which we discuss in the
following sections.

Lastly, we excluded resources where the search terms from Table 1
retrieved resources that demonstrated insufficient relevance to RAI For
example, an augmented reality training on business communication
skills came up due to the keywords “human-centred” and “augmented
reality”, but lacks sufficient relevance to RAIL

3.3. Descriptive content analysis of all resources

Afterwards, a total of 211 resources were coded using descriptive
content analysis. Codes included resource ID, coder, name, type of
provider, target sector, learning level, audience, organisation, URL,
description, learning outcomes, format, cost, duration, and contact de-
tails. Some were categorical (e.g., type of provider, target sector,
learning level), and others were in a free text format. We predefined
some categories but were open to adding more as needed.

3.4. Multidisciplinary curriculum review of four selected resources

We conducted a multidisciplinary curriculum review with 21 par-
ticipants from UK academic institutions, industry, and civil society who
share prior RAI knowledge and experience. The purpose of the review
was to evaluate selected resources collaboratively, identifying gaps and
areas for improvement. The review also collected information on how
participants were evaluating the resources. This multidisciplinary
approach was chosen for two reasons. First, Al systems span multiple
fields across the sciences and humanities. Second, diverse perspectives
are essential for evaluating AI's technical and societal implications.
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3.5. Participants

Two multidisciplinary curriculum review workshops were conducted
with 21 participants recruited through different channels, such as pro-
fessional and academic networks and contacts within RAi UK partners,
to ensure a diverse range of relevant expertise. Participants represented
academia (18), civil society (3), with self-reported knowledge and
experience in Al and education. Prior to the workshops, participants
provided informed consent and selected their preferred level of confi-
dentiality, including options to remain identified, partially identified, or
fully identified. Given the participatory nature of the research and the
importance of acknowledging valuable contributions to knowledge co-
production, participants were offered the choice to be identified. Two
participants remained unidentified, four opted for partial identification,
while fifteen chose to be identified. Nine participants contributed to the
writing-up process and are listed as co-authors. To protect confidenti-
ality where requested, identifying details have been omitted. Figs. 1-3
present participants’ demographic details such as their positions, disci-
plines, and affiliations. We include these to show the breadth of disci-
plines/geographical spread/seniority level. This diversity aimed to
capture diverse perspectives on RAI, and by intention, included partic-
ipants not only from computer science but also from dental education,
philosophy, human geography, and other fields. For example, dental
education offered insight into healthcare-specific challenges, and phi-
losophy brought critical perspectives on the ethical dimensions of RAI
education. This enabled a more nuanced understanding of the technical,
social, and educational dimensions that shape current approaches to
RAL

3.6. Multidisciplinary review workshop design

The workshops adopted a participatory knowledge co-production
approach where the participants were expected to actively engage in
the review activities. Workshops were held online and recorded with
participants’ informed consent. A maximal variation purposeful sam-
pling technique (Creswell, 2015) was used to select the four resources,
which differed in provider type (2 private, 2 public) and audience type
(2 general, 2 specific) (see Table 2).

Each workshop began with a brief presentation to communicate the
workshop’s purpose, engagement ethos, agenda, activities, and selected
resources. Participants were divided into two breakout rooms, with each
group assigned to review one of the selected resources. The workshops
included the following activities:

1. Introductions

2. Familiarising themselves with introductory information of the
resource in groups: participants noted their initial impressions in an
online collaborative document, recording the resource description,
audience, learning outcomes, learning design, assessment, and
creator.

3. Working individually on an assigned section of the resource: par-
ticipants were asked to scan the resource and then evaluate the
specific section assigned to them. They were asked to make notes in
the collaborative document, with their evaluation of the section, and
the basis for it.

4. Sharing reflections on their section and evaluation of the resource
within breakout groups: once each participant finished their evalu-
ation, breakout groups shared their impressions and reflections.

Following the breakout group activities, participants shared their
reflections on the evaluation with the wider group, posing the following
reflection questions:

1. How does the resource define RAI?
2. How effective is the learning design and why?
3. How could the resource be improved?
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Unidentified/partially identified

Professor/Director/CEQ

Senior/Lead consultant/Manager

Lecturer

PDRA/Junior
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Fig. 1. Participants’ positions.

Unidentified/partially identified
Computer Science
Computing Education

Al Ethics

Dental Education

Human Computer Interaction
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Computer Vision

Data Science
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Education
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Al in Education
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University of Reading
University of Greenwich
The University of Edinburgh
Northeastern University London
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University of Glasgow
University of Southampton
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3. Participants’ affiliations.
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Table 2
Resources reviewed in the first workshop.

Name Provider Workshop ~ URL

Embrace Responsible AI Microsoft (2023) 1 RAI Principles
Principles and Practices and Practices

Build Responsible Dataiku (2023) 1 The RAFT
Generative Al Framework
Application: Introducing
the RAFT Framework

Fairness and Responsibility The Alan Turing 2 Human-AI

in Human-Al interaction
in medical settings

Institute (2021) interaction in

medical settings

Generative AIL: aproblematic ~ University of 2 Gen Al a
illustration of the Surrey; University problematic
intersections of racialized of Glasgow (2024) illustration

gender, race and ethnicity

We encouraged participants to adopt a critical pedagogy approach
when evaluating resources for learning purposes, to uncover how power
dynamics, underlying dimensions, and pedagogical approaches that
shape RAI are defined and communicated to learners. We maintain that
the process of evaluating RAI resources should extend beyond content
accuracy and design to assess whether the adopted pedagogical ap-
proaches foster critical engagement, participatory learning, and oppor-
tunities for reflective dialogue. By making participants aware that they
were part of the dialogic process and could act within it, a space was
created where they not only shared views but also challenged assump-
tions, interrogated power dynamics, and explored sociotechnical di-
mensions of Al

The workshop ended by inviting participants to contribute to further
collaborative research activities.

3.7. Iterative analysis approach

Our analysis process followed three main stages. First, the lead
author conducted a thematic analysis on the transcripts from the
multidisciplinary review, using an open coding process followed by axial
and selective coding. This process resulted in 34 codes, which were
merged and collapsed into preliminary categories. The thematic analysis
identified the resources' strengths and weaknesses but did not
adequately highlight areas for their improvement. Table 3 illustrates
how the initial codes were refined and grouped into one of the higher-
level themes.

In the second stage, to enhance the analytical rigour, we engaged
participants in three additional collaborative analysis workshops
attended by 9, 12, and 8 participants, respectively.

During the first two workshops, participants familiarised themselves
with the data, including both the preliminary categories generated from
analysing the transcripts and the online collaborative document notes,
providing their feedback on them.

The third workshop concentrated on translating the findings into an
evaluation framework based on key questions that emerged from our

Table 3
Example of the analysis.
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analysis:

e Does the resource engage with context?

e What are the interests of the provider(s)?

e What are the qualifications of the provider(s)?

e Does the resource address the audience(s) needs?

e What is the level of learner-centric, active, authentic learning?

e Are there concerns about the quality or accuracy of the content?

The third stage focused on applying and evaluating this framework
through a detailed analysis of our selected resources. We organised a
final workshop to test the evaluation framework by conducting a content
analysis. Some questions were slightly revised, and one was made more
specific regarding the type of learning and teaching practice participants
anticipated (learner-centric, active, authentic learning). However, at
this stage, we excluded university-based degree programmes and cour-
ses, along with any paid resources, due to access restrictions.

This left 59 resources for in-depth analysis, which were equally
distributed among participants for content analysis.

From this process, 12 additional resources were excluded using the
same exclusion criteria stated above, yielding a final list of 47 resources
evaluated. The findings of that evaluation are presented in the next
section.

4. Findings

This section begins with an overview of the collected resources,
explaining how RAI training is focused across sectors, highlighting main
provider types, target audiences, resource types, costs, and formats. It
then presents key themes from the analysis, which revealed three critical
questions:

1. How is RAI defined and conceptualised?
2. Who are the target learners and what are the learning outcomes?
3. What are the underlying interests?

4.1. Overview of collected resources

The descriptive coding of the 211 RAI resources initially collected
reveals that higher education dominates the UK’s RAI training landscape
(Fig. 4), providing 55 % of all coded resources. These are primarily
university degree programmes (33 %, 70 resources) or courses,
including executive education (11 %, 23 resources) (Fig. 5), with the
provider being university (Fig. 6). Most resources thus require payment
(51 %, 108 resources) (Fig. 7) and are delivered predominantly in person
(48 %, 102 resources) (Fig. 8).

Within higher education, RAI training is concentrated within tech-
nical disciplines like Computer Science (39 %, 27/70 resources), Engi-
neering (17 %, 12/70 resources) and combined Computer Science with
Electronics Engineering (14 %, 10/70 resources) (Fig. 9). However, the

Theme Initial codes Description

Illustrative excerpt

How RAI defined

conceptualised?
understanding of Al

Abstract Al principles, fragmented
and understanding of RAI, combining RAI and
ethics, homogeneous view of Al,

Many definitions for Al principles

Heavily emphasised Generative Al

Provided definitions were mainly geared towards the
end-users or customers rather than the society at large.
Responsible Al and Ethical Al as being synonymous,
with neither concept having clear definitions.
Responsible AI was presented as a way of protecting
against harm, rather than as a way of fostering the
creation of better products, improving people’s lives
and making the world a better and fairer place for
everyone.

“One more thing. I think the focus on generative Al
too much is bit out of the scope because I think Al is
more than just generative Al - it is good to see
something about generative Al, but when we talk
about Responsible Al, it is more than ChatGPT or any
other thing. Especially, I get that example of robotics.
Robotics require human or physical interaction and
there are a lot of risks there that I cannot see here”
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extent and approach to RAI education within these programmes is un-
clear. Moreover, the target audiences for these programmes are students

Company (tech and professional services)
Government

Independent or professional body
National institute

Online learning platform

Other

Professional training provider

Research-based group or network

(51 %, 108 resources) (Fig. 10), but their demographics are unclear.

The non-university sector (green bars in Fig. 8) showed different
patterns. These resources tended to be delivered online (28 %, 60 re-
sources), where about half were short courses (1 h to 1 day), and half
were extended online programmes (2+ days). Other online resources
included web content (17 %, 36 resources), or PDF guides or toolkits (6
%, 13 resources). Unlike university offerings, most of these resources are
free (31 %, 66 non-university resources), with professional service and
technology companies (e.g. Microsoft, PwC) and online learning plat-
forms (e.g. Udemy, DataCamp) being the main providers.

We note two significant gaps from this analysis. First, the lack of
audience targeting: 10 % (22 resources) have an unspecified sector, and
17 % (35 resources) have an unclear target audience. This, combined
with the majority representation of students and general public audi-
ences, we find limited provision for key professional groups such as
clinicians, educators, or working professionals in specific domains.

University
0 20 40 60 80 100 120 140
Fig. 6. Type of provider.

Free

|
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m University programmes

Fig.

m University courses or modules
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7. Cost.
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However, the non-university resources show greater scope and attention
to non-technical users and diverse professionals, rather than solely
computer scientists or engineers.

Our investigation evaluated the quality and effectiveness of free,
short online resources, which represent the main pathway for profes-
sional upskilling in RAI Given that these resources predominantly come
from non-university providers operating outside UK academic regula-
tory frameworks, we aimed to develop an evaluation framework to

guide their development and assessment. The following sections,
therefore, focus on the results of our analysis of the 47 included re-
sources for in-depth review, combined with the thematic analysis from
our multidisciplinary review workshops.

4.2. How is responsible Al defined and conceptualised?

Our review identified three key aspects that framed the results of our



M. Klyshbekova et al.

analysis: definition clarity, contextualisation, and societal implications.
Most resources (83 %) lacked a clear RAI definition, with some citing
Microsoft’s six guiding principles of RAI (11 %) or focusing on ethics and
safety instead (19 %). Only 17 % of the resources provided an explicit
RAI definition. Among those that defined RAI, there was some consis-
tency in approach. For instance, Microsoft (2024) defines it as follows:

RAI is an approach to developing, assessing, and deploying Al sys-
tems in a safe, trustworthy, and ethical way. Al systems are the
product of many decisions made by those who develop and deploy
them. From system purpose to how people interact with Al systems,
RAI can help proactively guide these decisions toward more bene-
ficial and equitable outcomes. (p. 1)

Similarly, another states:

RAI is a paradigm shift in how we approach AI development and
machine learning models. The goal is to create Al that works with
ethical considerations safely and fairly. (Synthesia, 2023, p. 1)

These definitions emphasise a safe, fair, and ethical development and
deployment of Al It also touches upon the need to become collectively
aware of its benefits and risks and improve its governance based on
universal practices. In contrast, some resources took a more nuanced
approach:

There isn’t a universal definition of RAI, nor is there a simple
checklist or formula that defines how RAI practices should be
implemented. Instead, organisations are developing their own AI
principles that reflect their own mission and values. (Google Cloud
Skills Boost, 2022)

This definition veers away from universal definitions, encouraging
flexibility in how organisations develop their own principles that align
with their distinct missions and values. However, this type of value-
centred rhetoric around RAI seldom specifies whose values are cen-
tred, and at which scale they ought to be defined (individual, commu-
nity, organisation, state, global). Moreover, as Stahl et al. (2022)
highlighted, even if there are clear principles and values related to one’s
mission, in their study, they found it was challenging for experts to agree
on how ethical issues could be addressed.

In the multidisciplinary review workshops, none of the four exam-
ined resources provided clear RAI definitions. One focused on Genera-
tive Al risks without using the term RAI, whilst the other three
referenced RAI without defining it. For instance, Microsoft’s (2023)
resource presented it as a principle-based approach, emphasising prin-
ciples such as fairness, reliability and safety, privacy and security,
inclusiveness, transparency, and accountability without laying a foun-
dational basis for explaining what RAI is for learners and proceeded to
discuss principles and practices, highlighting application over concep-
tual grounding. Participant 4 expressed their view regarding the re-
sources by stating that:

I wasn’t really persuaded that it was really a good resource for the
simple point which is to recite the millions of Al principles that I've
seen.

Their perspective aligns with existing research showing that broad Al
principles often lack practical implementation guidance (see Kerr et al.,
2020).

The second aspect, contextualisation, emerged as crucial precisely
because of the limitations we found with principle-based approaches to
RAL. Whilst principles were commonly cited in resources, they remained
abstract without guidance for implementation in specific settings. For
instance, the Microsoft (2023) resource presented principles from
Microsoft’s point of view on RAI but without a domain or application in
a specific context. Similarly, whilst Dataiku’s (2023) RAFT framework
acknowledged the importance of context by suggesting that businesses
consider their unique circumstances, the resource failed to provide
concrete examples for different types of organisations. This pattern was
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widespread, as only 28 % of the 47 assessed resources clearly engaged
with the context. This lack of contextualisation makes it challenging for
learners to understand how RAI principles manifest and should be
implemented in their specific domains.

The last aspect that emerged regarding definitional clarity regarded
impact. The participants emphasised the need to consider the societal
implications of Al, rather than focusing only on organisational per-
spectives. One of the participants noted, whilst reviewing the Dataiku
(2023) resource:

I'kind of feel like before you even can write this guide again you need
to decide what is RAL because it became clear for me when you get to
the paper - I was looking at the risks section - in the table on risks
there were some good suggestions, but they were only for customers.
So, there is literally their definition of RAI - it was for their users, and
it had no conception of RAI for society at large even though it gives a
description of socio-technical. So, I think they have written a guide
on how we can be responsible for our users, you know, our cus-
tomers. And that kind of explains quite a lot as well. Have they even
understood what RAI is? (Participant 7)

This limited framing of RAI presents two problems. First, it instru-
mentalises RAI by reducing it to a tool for organisational risk manage-
ment rather than a framework for responsible innovation that benefits
society. This was evident in how resources approached harm prevention.
For instance, at least 31 % of the resources mentioned the term “harm”
or “harmful”, informing learners of the role of RAI in mitigating harmful
consequences. However, they focused narrowly on protecting customers
rather than considering broader societal benefits, as Christine Aicardi
stated:

It's totally geared towards risk management and risk mitigation. So,
yes, not at all how to build socially desirable products.

Additionally, this narrow focus fails to acknowledge that AI’s im-
pacts extend far beyond direct users or customers. Participant 4 further
explained:

Because if they really wanted to understand what RAI looked like and
articulate it then they would like to go out and talk to the people who
would be impacted and have the conversation in their own contexts.
Their own framework, the document would be totally different,
wouldn’t it? It’ll be like here is how to engage with communities that
are impacted by the Al or might be impacted by the AL I am not sure
what practical action anyone would take from the document, which
is why I think it needs a rewrite.

Indeed, during discussions between all participants following the
resource review, participants supported Participant 4's argument that it
is important not only to understand the technical aspects but also to
engage in meaningful conversations with diverse groups to consider the
wider societal impact as part of RAI practice.

A more comprehensive conceptualisation was suggested by
Mohammad Naiseh, who proposed RAI as a process incorporating
engagement with relevant stakeholders throughout an AI development
process:

Maybe some starting point for RAI education is to think about pro-
cess of building RAI products. Like what is the process and who is
involved in each stage of this process. It will also help to understand
what they need to do in each process, who they need to talk to, and
how to involve each stakeholder in each process. For instance, at the
beginning of building RAI product, how do we define the problem
and scope of the Al product, and who should we talk to ensure we’re
addressing the right issues? When it comes to data collection, how
can we ensure it's fair and unbiased, and who should be responsible
for auditing this data? Answering these questions will help educators
design more comprehensive curricula, allowing them to guide stu-
dents through the practical application of RAL
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Whilst there may be other ways of developing Al responsibly, this
process-oriented view emphasises that RAI education needs to help
learners understand not just technical implementation or risk mitigation
in immediate business environments but should engage meaningfully
with all affected communities. This includes identifying stakeholders
beyond immediate users, understanding various contexts of impact, and
considering both potential harms and opportunities for societal benefit.

Thus, to clarify what RAI is, participants suggested contextualising
RAI and considering its implications for society.

4.3. Who are the target learners and what are the intended learning
outcomes?

Our examination of learning outcomes across 47 resources revealed
several limitations for equipping learners with foundational knowledge
and actionable practices for RAL First, only 34 % of resources reviewed
specified learning outcomes, with many failing to balance knowledge
acquisition with practical application. For example, the Microsoft
(2023) resource provided the following:

Prepare for the implications of RAI

Describe principles of RAI

Establish a system for Al governance

Take actions for Al governance

Engage across teams and organizations to implement RAI principles
e Take inspiration from how RAI is approached at Microsoft (p. 1)

Half of these focus primarily on knowledge outcomes (Prepare,
Describe, Take inspiration) by describing and interpreting implications
and experience. This theoretical emphasis concerned participants, who
noted that learners might struggle to translate concepts into their
organisational contexts without more specific guidance on application.

The disconnect between theory and practice was further evidenced
in resources focused on specific domains. When reviewing The Alan
Turing Institute (2021) resource, one of the participants highlighted the
lack of clear practical objectives:

It doesn't really say what the goal is. Like, what's the goal for these
clinicians? What are they expected to be able to do differently at the
end of this? It's not clear up front. It says things like apply examples
and models but seems like there's something missing in terms of what
the real goal is here. (Amy Aisha Brown)

Without clearly defined goals or learning outcomes for practical
application, learners may struggle to apply RAI learning in their pro-
fessional or personal contexts. The second major issue concerned audi-
ence specification. Whilst 70 % of the 47 resources specified a target
audience, many failed to effectively tailor content to their intended
learners’ backgrounds and needs. This is particularly problematic given
the wide impact of Al on society and the need for nuanced under-
standing across different contexts (Dominguez Figaredo & Stoyanovich,
2023). Moreover, the stage-three reviews showed that most resources
targeted “students” in broad terms. For instance, the Generative Al
resource, which aimed to address Al bias regarding race and gender,
illustrated the difficulty with this approach to targeting students without
further consideration of student backgrounds. As one participant said:

Regarding the slide on ‘decolonial thinking’ there is just too much on
that slide. It feels like it's just compressing too many ideas which
would put off anybody that was unfamiliar with the literature. There
are quite technical phrases that you would need to be in that field to
understand; I mean my sense is you need some prior sociological
knowledge here. (Participant 17)

This critique relates to a broader issue in RAI education where re-
sources often assume prior knowledge, potentially alienating learners
from other disciplinary backgrounds that would benefit from engaging
with socio-technical frameworks of RAI
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Similarly, the assumption of AI knowledge and excessive use of
technical or business-related vocabulary were also highlighted for
posing the risk of disengaging non-technical, non-business audiences
who might feel lost and unable to navigate the learning.

The third pedagogical issue identified was the learning design.
Returning to the disconnect between theory and practice, participants
argued that learning design is critical to enabling learners to make
connections between conceptual knowledge and its application. Partic-
ipants emphasised that the complex nature of RAI requires more inter-
active and experiential learning design approaches:

If you think as this as an online course, you know without interac-
tion, you know bouncing ideas, you lose, completely the idea that it's
very much like something that is being developed and along the line
we have guidelines but we're going to make mistakes and we're going
to learn from our mistakes. But there needs to be this reflection
process, like along the way. And it's obviously lost if there is not, like
this sort of group interaction where everyone bounces ideas like this.
(Participant 8)

Likewise, drawing on Kolb’s (1984) experiential learning theory, a
cornerstone of adult learning (andragogy), another participant high-
lighted how the current theory-first approach contradicts established
principles of adult education:

In his model, your starting point is active experimentation from
which you reflect on the outcomes, your own feelings and emotions
and thoughts. ...In contrast, whereas this approach seems to begin
with theorising before gets participants to experiment; it’s kind of
back to front. (Participant 17)

This reference to Kolb’s (1984) work is particularly relevant for RAI
education, as many learners may be adults seeking to update their skills
or incorporate RAI practices into their existing roles. Andragogical
theory (Knowles, 1978) suggests that such learners benefit most from
experiential, reflective approaches that connect to their professional
contexts, rather than purely theoretical instruction.

Similarly, the need for flexible paths through the resources reflects
this finding as well:

Having a course that allows for different entry points and routes
through it, so doing things like self-assessment at the start, so that
people can skip the bits that they don't need to get more information
about what they really do need and that kind of thing. I haven't seen
any of the Al courses so far offer a kind of multi-entry point way into
them and through them. (Amy Aisha Brown)

In adult education, self-directed learning is important because adults
tend to be more motivated by their own personal or professional goals
and bring a range of life experiences to learning.

When examining the learning design in the third stage of analysis, we
coded 47 resources for the level of learner-centric, active, authentic
learning in other resources, highlighting consistent issues across re-
sources. Out of 47 resources, 29 were categorised as “low” by partici-
pants, citing reasons such as “No learning outcomes, just a text and five
videos. It seems like a collection of different resources”, or “No
engagement required on the part of the learner”. The only resource
categorised as offering a high level of learner-centredness and engage-
ment included a 2-hour practicum on fairness in machine learning, with
articulated learning objectives and hands-on tools to apply the learning.

Overall, this analysis suggests that effective RAI education requires a
fundamental rethinking of how resources are designed and delivered,
with particular attention to creating learning opportunities that
accommodate diverse backgrounds and learning needs.

4.4. What are the underlying interests of resource providers?

Earlier, we showed that HEIs are offering the most education pro-
grammes related to RAIL In the UK, HEIs offering formal qualifications
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are regulated by the Office for Students (OfS) and subject to quality
assurance processes through the Quality Assurance Agency (QAA) for
higher education. These mechanisms strengthen educational standards
and protect learner interests in degree programmes. However, our
analysis concentrates on RAI training that falls outside of this regulatory
framework, which is crucial because many people lack time to take a
year out of their careers to pursue a degree programme. This tendency
toward unregulated provision raises important questions about provider
qualifications, motivations, and the quality assurance of RAI education.
When reviewing the Dataiku (2023) resource, participants identified
characteristics of content marketing rather than educational material:

I think it’s just marketing material. That’s my own impression. This is
not about informing people about RAL It’s so they can sell their
products and along with the product they are bundling this course.
And then it’s supposed to make you feel safe, but you know you
implement their products safely and responsibly but to me, it just
feels like marketing material. (Participant 5)

Drawing on professional expertise, another participant reinforced
this perspective:

It’s definitely marketing. I've got a marketing background... I feel
that they are trying to spread themselves to say this would be useful
whatever stage that you are at rather than necessarily specifying
other variants which could be industry, sector or, you know, appli-
cation use, size of organisation, etc. (Participant 7)

This marketing-oriented approach was evident in how resources
from tech companies presented RAI concepts — rather than fostering
inclusive dialogue or providing practical implementation tools, they
often emphasised their own frameworks and products. As Christine
Aicardi noted:

It was unclear to me whether it was a sales pitch for Microsoft ser-
vices or an actual training course because whenever it evokes
possible topics falling under RAL there is always a kind of box with a
note explaining how Microsoft is doing this very well.

During the review workshops, participants found that resources
often presented simplified versions of complex concepts as privacy and
data security, whilst prominently featuring the company’s own RAI
governance approaches. The free availability of these resources, com-
bined with their emphasis on company-specific solutions, suggests they
may serve as marketing tools for products and consulting services, rather
than learner-centred educational resources.

In the third stage of analysis, we therefore looked specifically for the
interests and qualifications of providers, noting any concerns about
quality or accuracy of the content. Out of 47 resources, 43 % were
categorised as having private interest, while 23 % showed unclarity
regarding who developed the resources and what their qualifications
were. This pattern raises concerns about how private interests might be
shaping RAI education. Whilst free resources increase accessibility to
education, our research shows a need for learners to critically evaluate
materials, particularly when they come from private companies, to un-
derstand biases and limitations in how RAI concepts are presented and
taught. In the next section, we present an evaluation framework to
support learners in this vein as our key contribution.

5. Discussion: how should RAI resources be evaluated?

In this research, we set out to examine publicly available RAI
educational resources and to assess their quality. Through our review,
we found an abundance of RAI educational resources being released by
both leading organisations and HEIs. The nature and scope of these re-
sources varied, as they involved in-person and online training, a mix of
paid and unpaid materials, courses, and other resources. The critical
review of content and learning design showed that: (a) there was a
concerning lack of clarity on what constitutes RAI, leaving it to learners
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to independently interpret and adjust the principles; (b) a lack of clearly
defined learning outcomes with text-heavy materials that concentrated
mainly on basic understanding rather than application; (c) a clear ten-
dency among resource providers, especially private ones, to prioritise
their own interests and goals by leveraging the resource development to
promote their products. Given the proliferation of RAI educational re-
sources and their varied approaches, strengths and weaknesses, what is
needed is a framework. Thus, informed by our findings, we developed
our own evaluation framework consisting of five crucial points that
could guide both learners and developers when approaching RAI
resources:

e Engage with context

e Build on a socio-technical definition of RAI

e Question the interests of the providers

o Clearly address the audience and their needs

e Adopt critical pedagogy theory and praxis for RAI education.

5.1. Engage with the context

The findings indicated that only half of the reviewed resources
seemed to engage with the context and often treat it very broadly. In
most cases, the resources did not delve into practical applications or
explain contextual implications, making it challenging for learners to
apply the knowledge to their specific circumstances. The provided def-
initions and principles were often discussed in generic, universal terms,
overlooking the contextual grounding and the need for an individualistic
approach. However, there can be no one-size-fits-all RAI solution (Qiang
et al., 2024). Even though it has become a widely used phrase, there is
no universal approach that can address and meet the needs of diverse
groups. It poses not only a technical challenge but also impacts social
and political aspects (Nabavi & Browne, 2023). Often, these in-
terpretations focus on broad concepts such as transparency, ethics, or
protection against harm. However, our participants felt that these broad
concepts do not provide a nuanced understanding of RAI systems and
thus cannot be tailored to specific regions, sectors, and audiences.

Across all themes in our findings, context plays a crucial role in
defining what RAI is and how it should operate. This has certain im-
plications for education. In accordance with RRI, which emphasises the
need to align technological innovation with broader social values
(Casale Mashiah et al., 2023), our findings show that context should be
placed at the core and situated in a place, specific industry or profes-
sional context. This means that the resources should not only address the
technical aspects of RAI but also explore the people involved and the
challenges specific to their industries, locations, and applications. As
participants suggested, the resources need to involve people and com-
munities that are or might be impacted by Al By fostering meaningful
conversations within specific contexts and communities, the resources
will be able to better meet the various needs and challenges that
different groups and communities face, and consider their contextual
differences.

5.2. Build on a socio-technical definition of RAI

As Al continues to develop at an accelerated pace, it is imperative to
adopt a holistic approach to defining RAIL This involves not only
focusing on the technical and regulatory aspects of Al but also going
beyond them by considering diverse aspects (Bentley et al., 2023). From
our review, it was clear that there is a lack of clarity on what constitutes
RAI The resources largely overlooked defining RAI, and when defini-
tions were provided, they tended to reiterate or refer to other known
principles. Most importantly, as participants noted, the resources pre-
sented a fragmented understanding of RAI by focusing only on its broad
concepts and a few themes (e.g., protecting against harm) while over-
looking product lifecycle processes. However, RAI is not only about
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protecting against harm or mitigating risks, but also about improving
people’s lives and benefiting society by building better, inclusive
products that align with societal values. For the latter, following the
precept of engaging with the context, a critical analysis of whose societal
values are being prioritised for alignment can also be a key component
of RAI development. Therefore, it is important that the resources should
build on a holistic definition of RAI, which means defining RAI holisti-
cally by incorporating technological, organisational, and societal as-
pects. Ideally, it should incorporate perspectives from diverse fields such
as ethics, law, education, sociology, and technology to ensure that the
development of Al is guided not only by technical considerations but
also by the needs and values of different stakeholders. In this way, RAI
can be a tool that facilitates positive change and fosters trust between
different stakeholders, learners, communities, and those who are
impacted by Al

5.3. Question the interests of the providers

As more RAI educational materials are released, it becomes impor-
tant to critically assess and question the providers' underlying goals.
From those collected, it was evident that both private companies and
HEIs are actively developing RAI resources. Upon review, participants
largely agreed that private companies, especially large tech companies,
are leveraging resource development to promote their services and
products, heavily pushing their own frameworks of focusing primarily
on their areas of expertise without elaborating on others. This made the
resources reductive in their topics and pointed to the existing biases
surrounding their very purpose. Thus, it becomes crucial for learners to
be cautious of these biases and be aware of the providers’ own interests
when selecting RAI educational resources. Learners need to understand
that the providers are making their resources free and publicly available
for a reason.

5.4. Clearly address the audience and their needs

As our findings illustrate, the resources often failed to clearly identify
their target audience or indicate which specific group they were
designed for. From an educational perspective, it was concerning to find
that most of the resources were developed without a specific audience in
mind. In the cases when the target audience was identified, they still
were too broad, making them difficult to apply to a specific group
effectively. As participants noted, the resources that broadly identified
the target audience still required some prior knowledge and highlighted
the need to narrow the focus for greater relevance. It was proposed to
consider learners’ knowledge, backgrounds, and functional roles when
developing the resources. This is because an overreliance on technical
vocabulary and terms risks disengaging audiences with limited technical
knowledge, while oversimplifying content could alienate learners with
greater expertise. Thus, the resources should be based on inclusive
learning by accommodating various learning needs. While we
acknowledge the difficulties of meeting the needs of diverse learners
through standalone online resources, RAI educators could consider
drawing from the principles of universal design for learning (UDL) to
better align with this goal (CAST, 2024). By offering learners various
means and formats for engaging with content, resources can better
support learners' individual learning needs and preferences. Further-
more, as the resources tended to be tailored towards the users, it is
important to highlight that they also need to address other stakeholders,
including developers, implementers, and policymakers.

5.5. Adopt critical pedagogy theory and praxis for RAI education

Critical pedagogy for RAI has been explored in different ways. For
instance, Goni et al. (2024) suggested asking critical questions on re-
sponsibility, designers and their involvement in it; Bentley et al. (2023)
emphasised the significance of contextualisation; and Tahri Sqalli et al.
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(2023) proposed looking into transparency, fairness and justice, safety
and well-being, collaboration, and accountability. We agree with these
points, and some of them were also raised in our reviews. However, our
review showed that pedagogical theory is another area that appears
important for moving forward. Due to concerns about the flooding of the
market by private interests, a pedagogical approach that accounts for
the regulatory or political influence required to ensure that education
benefits all is needed. Other potential learning theories that could
inform such pedagogies include Situated Learning theory (see Cobb &
Bowers, 1999), which offers a sensible framework to design the re-
sources in a way that integrates learning with real-world application,
social interaction, and contextual relevance; this would suggest, for
example, an experiential learning type of pedagogy - learning by doing
when analysing ethical dilemmas. In another example, a Constructivist
Theory approach (see Mills et al., 2006) might lead to a problem-based
pedagogical approach. One can spot some different pedagogies in the
resources evaluated during the workshops, but those pedagogies were
not clearly articulated or implemented.

Moreover, the audience should have the opportunity to reflect on
their learning experiences and to question the content of the educational
resources. Dialogical approaches (Freire, 1970) could also be employed
to critically engage with the materials, moving away from individuals
learning in isolation towards groups discussing the topics and learning
from one another.

5.6. Novelty of the framework

The framework presented in this study fills a key gap in the current
landscape of RAI by moving beyond abstract ethical principles to how
responsibility is learned and taught. While existing frameworks, such as
Floridi and Cowls (2019) or industry-developed principles like Micro-
soft’s six guidelines, offer ethical principles for socially beneficial Al,
they do not explain how such principles translate into practice or how
they should be taught. However, through education, learners develop
not only an understanding of Al principles but also learn to interrogate,
adapt, and apply these principles in diverse contexts. Other
policy-oriented efforts, such as techUK’s (2025) report, focus on stand-
ardising RAI through governance and professional roles, but do not
address pedagogical concerns. In contrast, the proposed framework
emphasises education as a vector of influence on RAI itself and fore-
grounds such critical questions as what is RAI? Who decides this? How
are learners educated, by whom, and in what contexts? By examining
resources according to the five dimensions of evaluation, the framework
reinforces RAI education as a more participatory, critically reflective,
and contextually relevant practice.

However, we acknowledge that this study, while insightful, is subject
to contextual and methodological limitations. First, our scope was
deliberately limited to UK-based resources. While this enabled a more
focused contextual analysis, it may limit the generalisability of our
conclusions to other contexts. Second, our focus on freely accessible
online resources meant that institutionally embedded courses or
subscription-based resources were excluded. Future research could
expand the scope and refine the selection criteria. Despite these limi-
tations, the framework has practical application. In the UK context, RAi
UK is using it to inform the evaluation of RAI resources and materials to
be hosted on its platform, highlighting its real-world applicability.

6. Conclusion

Our descriptive analysis findings showed that HEIs, along with
technology and professional service companies, are leading the devel-
opment of RAI educational resources. HEI courses and programmes are
often dominated by Computer Science and Engineering departments.
Other educational resources not provided by HEIs take the form of on-
line and in-person courses, text, web-based, or PDF materials.

Our content analysis raised multiple concerns in the resources we
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had access to, such as lack of clarity about what RAI entails, who the
intended audiences are, leveraging of the resources to promote the
providers’ own products and services, and the provision of introductory
concepts without equipping the learners on how to apply the knowledge
in practice.

This article and the framework presented in the previous section aim
to guide resource developers and learners in making informed decisions
about RAI education. Building on the core aspects identified in the re-
view of RAI educational resources, our framework provides a structured
pathway for developers and learners to navigate the complex landscape
of RAL
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