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The emergence of new public forums in the form of online social media has introduced unprecedented 
challenges to public discourse, including polarization, misinformation, and the rise of echo chambers. 
Existing research has extensively examined these topics by focusing on the active actions performed 
by users, without accounting for the share of individuals who consume content without actively 
interacting with it. In contrast, this study incorporates passive consumption data to investigate the 
prevalence of active participation in online discourse. We introduce a metric to quantify the share of 
active engagement and analyze over 17 million pieces of content linked to a polarized Twitter debate 
to understand its relationship with several features of online environments, such as echo chambers, 
coordinated behavior, political bias, and source reliability. Our findings reveal a significant proportion 
of users who consume content without active interactions, underscoring the importance of considering 
also passive consumption proxies in the analysis of online debates. Furthermore, we found that 
increased active participation is primarily correlated with the presence of multimedia content and 
unreliable news sources, rather than with the ideological stance of the content producer, suggesting 
that active engagement is independent of echo chambers. Our work highlights the significance of 
passive consumption proxies for quantifying active engagement, which influences platform feed 
algorithms and, consequently, the development of online discussions. Moreover, it highlights the 
factors that may encourage active participation, which can be utilized to design more effective 
communication campaigns.

The advent of the digital age has opened up the possibility of fast and direct communication among members of 
our society. While these technological advancements have expanded public access to information, they may have 
also fostered several pervasive issues, such as polarization, misinformation, and the emergence of phenomena 
such as filter bubbles and echo chambers, that could all influence public opinion and negatively impact society1–4. 
While some signs of this societal fragmentation could already be observed during the twentieth century2, the 
ideological divide between opposite factions has been increasing in the recent past3,5,6.

This radicalization in opinions has been shown to be a clear obstacle to dialogue, consensus, and policymaking1,2. 
Given the potential impact of such divides on our society, scholars have intensively studied this topic, considering 
various aspects and different definitions of polarization7. To reveal ideological divides in online environments, 
many social media studies have relied on users’ interactions, such as follower-following relationships, linking, 
or re-sharing3,5,8–10. In these studies, the concept of polarization mainly aligns with the notion of ‘interactional’ 
or ‘structural’ polarization11, which refers to the segregation of users into ideologically distinct groups based on 
their interactions12,13. Polarized debates are also a fertile environment for the spread of misinformation that may 
harm society at different levels14. Falsehoods and unsubstantiated claims have been shown to spread widely in 
social media15–17 and may erode trust in reliable sources18. Such spreading can be facilitated by the emergence 
of phenomena such as echo chambers10 and filter bubbles19. These two concepts, which share some common 
ground, refer to the information environment that users experience online and how it could affect the diversity 
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of views they are exposed to20. However, while the term ‘filter bubbles’ mainly refers to the reduction in the 
ideological diversity of news a user is exposed to due to the personalization of recommendation algorithms21, 
echo chambers also consider the interactions among users10. Inside echo chambers, users primarily interact 
with others who share similar beliefs, which may reinforce their views and create segregated environments 
where alternative viewpoints and dissenting voices are frequently silenced or ignored22. For these reasons, echo 
chambers may also exacerbate polarization and favor the spread of misinformation23, as they trap individuals 
within their ideological bubbles and limit their exposure to diverse perspectives24.

Although some literature questions the existence25 and effects—especially in terms of exposure to diverse 
views26—of such structures27,28, the majority of research has found evidence of echo chambers, with only works 
based on self-reported data finding no proof supporting this hypothesis29. Indeed, echo chambers have been 
identified in various online domains, including blogs30, forums31, and prominent social networks like Facebook 
and Twitter10,32–34. Over the last decade, there has been a surge of academic research to understand the underlying 
mechanisms and real extent of echo chambers. Scholars have dedicated substantial efforts to characterize 
them within online social networks10,24,34–37, and developed indices to gauge their presence and strength38–40. 
Furthermore, various models have been proposed to elucidate the mechanisms driving the emergence of echo 
chambers39,41,42. While these models consistently emphasize the role of homophily as the primary catalyst for 
the echo chamber effect, a diverse range of contributing factors has also been proposed. Such factors include 
limited attention spans24, selective exposure43, confirmation bias44, the silencing effect22, and the role of feed 
algorithms10,45.

In addition to the interaction structure, other factors such as the platform’s suggestion algorithms also 
play a crucial role in shaping online debates. These algorithms can either boost or limit the visibility of certain 
content or narratives, thereby further influencing the spread of information and the diversity of opinions 
users encounter46,47. Moreover, also bots and coordinated accounts, which are designed to inflate engagement 
to increase content visibility and promote specific narratives, can influence online discussion48. Some studies 
highlighted that bot-driven coordination can distort political discourse by fostering echo chambers and 
spreading misinformation49, and despite efforts by platforms to curb these activities, coordinated accounts and 
bots may still hold a significant presence in online debates50,51.

The empirical works mentioned above are largely based on the traces of active actions left by users to interact 
with the content they were shown. For instance, on Twitter(X), such active actions include liking a tweet, replying 
to it, or reposting it—also known as retweeting. Yet, users may also consume content without performing any 
active actions-a phenomenon known as lurking. Although precise measurements of lurkers’ prominence are 
limited, estimates suggest they constitute the majority of social network users, ranging from 75 to 90% of those 
interested in debates52,53. Researchers have examined lurking behavior by inferring users’ interests54, ranking 
their significance55, analyzing their behavior across contexts and platforms56, and proposing strategies to 
encourage participation57. However, the definition of lurkers varies by context and timeframe, as users may lurk 
on some topics while actively engaging in others, or shift between passive and active participation over time.

Further, several definitions of active and passive user consumption have been proposed, and the impact 
of active participation on public opinion and debates has been extensively studied, with scholars identifying 
varying degrees of active consumption depending on the perspective from which the issue is analyzed58. 
Understanding the relationship between audience activity and the information they are exposed to is crucial for 
various reasons, including quantifying media influence, comprehending the interaction dynamics between users 
and information sources, and developing more effective communication strategies59–62.

Nowadays, social media plays a central role in the current information ecosystem48, and researchers have 
analyzed various online debates, showing that certain types of content and accounts-such as hyperactive users63, 
bots and coordinated behavior64, and public figures61-can attract more engagement, potentially playing a pivotal 
role in shaping online discussion. However, many of these studies have focused on engagement dynamics by 
examining only active actions such as shares, likes, and comments, without considering users who view the 
content without taking any action. As a result, it remains unclear which factors encourage active participation 
among users once they are exposed to content.

In our work, we adopt a complementary approach and include the presence of passive users to explore the 
factors that may encourage active content consumption-specifically, those that increase the proportion of users 
who take active actions when exposed to content. Additionally, we examine the relationship between active 
participation and various aspects of the debate, such as echo chambers, ideological bias, and source credibility. 
By integrating both active actions and passive consumption metrics, our work analyzes audience activity in 
Twitter discussions, highlighting the factors that correlate with increased active participation.

In particular, by using the recently introduced metric called impressions count to quantify passive 
consumption our work investigates whether the fraction of users who actively engage with content-meaning 
they leave explicit feedback actions-depends on user and content characteristics such as the ideological 
leaning or popularity of the author, the presence of multimedia features, the political bias, or the reliability of 
the mentioned source. Notably, an impression represents content appearing on a user’s screen, reflecting the 
frequency of visual engagement. While the impressions count can be used to estimate the proportion of users 
who leave explicit feedback actions after seeing the content, it does not necessarily reflect the cognitive effort a 
user spends in processing the presented content.

We introduce a metric based on impression count, called Active Engagement (AE), which quantifies the 
fraction of active user engagement, and analyze 17M+ tweets about a controversial topic, whether to provide 
military support to Ukraine in the ongoing Russo-Ukrainian war. We use this metric to estimate the prevalence 
of active consumption, intended here as the presence of explicit feedback actions in the consumption process, 
generated by different types of content.
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The results indicate that heightened active participation is predominantly associated with the presence 
of unreliable and extremely biased news rather than with the popularity or ideological stance of the content 
producer. This suggests that the level of active participation does not depend on the echo chamber where the 
content is generated. Conversely, our results imply that different communities experience similar levels of active 
consumption.

Our work reveals an absence of a relationship between active engagement in online debates and echo 
chambers, while highlighting the factors that drive users’ active participation. Understanding these relationships 
is crucial for uncovering, on one hand, the interplay between active consumption and feed algorithms that 
determine content visibility and contribute to shaping online debates, and on the other hand, for designing 
communication strategies that are more effective in capturing users’ active participation and, thereby, fostering 
message circulation.

Results
Users’ interaction structure
The ongoing debate on whether countries should provide military assistance to Ukraine during its conflict with 
Russia has generated significant attention from influential figures such as politicians, journalists, and committed 
citizens. The emergence of echo chambers, environments in which users predominantly interact with like-
minded peers and reinforce their beliefs, is a common phenomenon observed in such controversial debates 
within social networks5,33. Examining the presence of echo chambers around this polarizing topic is our first 
step to analyze the dependence of active consumption on ideological stance. Hence, we estimated users’ stances 
by Latent Ideology Estimation (see “Methods” section). After selecting a set of influential accounts representing 
the two opposing factions, referred to as influencers, this procedure infers users’ ideology scores based on the 
influencers they have retweeted. Users who have retweeted similar sets of influencers will share similar ideology 
values, while those who have retweeted disjoint sets will be placed farther apart.

Panel a of Fig. 1 shows the results of this analysis, with the distribution of both users’ and influencers’ ideology 
scores on the top and the retweeters distribution for the top 20 retweeted influencers on the bottom (see https://
osf.io/5m3vr/ for the figure with all the influencers). We notice a clear division between users supporting military 
aid to Ukraine and those opposing it, with the first group’s scores tending towards − 1, and the second’s to close 
to + 1. This bimodal distribution of opinions depicts a polarized discussion where most users unambiguously 
belong to one camp of the debate. On the left side, we find accounts that explicitly expressed support for Ukraine, 
such as “@NATO”, “@SecBlinken”, and the Ukrainian president “@ZelenskyyUa”, while on the right side, 
accounts are associated with the Russian government or have a clear pro-Russia stance. This result allows us to 
categorize users into two groups based on their estimated ideology score: supporters of Ukraine (ideology score 
≤ 0) or opponents (ideology score > 0). To better visualize the presence of echo chambers, panel b of Fig. 1 
illustrates the retweet network for users and influencers with a degree higher than 100, color-coded according 

Fig. 1. Latent ideology distribution and retweet network of users and influencers. (a) Histogram of users’ 
and influencers’ ideology score (top) and retweeters’ ideology score distributions for the top 20 influencers 
(bottom), obtained with the latent ideology estimation algorithm. Negative values represent pro-military aid 
alignment, while positive values correspond to military aid opponents. Bar colors in the top chart represent 
the density of influencers (violet) and users (green). The area below retweeter distributions in the bottom chart 
is shaded in salmon if an influencer is a supporter of Ukrainian aid, and in black if the influencer is against 
providing weapons to Ukraine. (b) Influencers’ and users’ retweet networks for nodes with a degree greater 
than 100. Edges and nodes are colored based on nodes’ latent ideology values. The two panels reveal the 
polarized nature of the discussion and the existence of two echo chambers, each endorsing opposing views on 
Ukraine aid.

 

Scientific Reports |         (2025) 15:4906 3| https://doi.org/10.1038/s41598-025-88117-x

www.nature.com/scientificreports/

https://osf.io/5m3vr/
https://osf.io/5m3vr/
http://www.nature.com/scientificreports


to their ideology score. The division between supporters (orange) and opponents (black) of military aid is clear, 
highlighting the high level of homophilic interaction and underscoring the prevalence of echo chambers (as 
defined in Cinelli et al.10) in this debate (see also Fig. S2 in SM). Noticeably, the two groups differ in size, with 
supporters being nearly 8 times more numerous than opponents.

Unveiling the drivers of active engagement
Having identified the presence of two distinct echo chambers, we then focus on measuring the proportion of 
the active audience in relation to both the popularity and ideological stance of the users who generated the 
content, as well as the various characteristics of the content itself. To gauge the proportion of active consumers, 
we introduce the Active Engagement metric. Active Engagement (AE) is calculated as the ratio between the count 
of one active action, such as the number of likes, retweets, quotes, or replies, and the number of times a piece 
of content has been viewed, quantified by the “impression count” metric provided by Twitter (see “Methods” 
section). Notably, impressions quantify appearances, not unique viewers, and hence can be used to estimate the 
share of passive consumers of content, but not their exact number.

Users’ popularity and ideological stance
We initially explore the correlation between active consumption and content producers’ popularity by comparing 
the number of followers of the producer with the average Active Engagement (AE) score of their tweets. As 
shown in Fig. 2a, the majority of users encountering a tweet do not actively interact with it: the average Active 
Engagement for most users is at least an order of magnitude lower than 1 for all the actions. Further, the graph 
suggests the dependence of the AE on the type of action, while producers’ popularity seems to have a milder 
importance. To better quantify the interplay between users’ popularity and AE, we computed the average AE and 
Pearson’s correlation between content producers’ followers and average Active Engagement for each action (see 
Table S1 in SM). Quotes exhibit the lowest level of average AE (0.06%), whereas replies and retweets showcase 
higher and comparable values (0.24% and 0.29% respectively). Likes display the highest AE value (1.1%), 
suggesting that actions requiring written feedback from users are generally associated with a lower level of active 
engagement. Notably, we observe a weak to moderate inverse correlation (minimum Pearson’s r coefficient: − 
0.2250, maximum: − 0.5690, see Table S1) between the number of followers a user has and her average AE. This 
suggests that higher popularity does not promise a greater ability to attract active engagement; instead, very 
popular users seem to experience a slightly higher level of passive consumption.

Next, we shift our focus to examining the relationship between users’ ideological stance and active 
consumption, exploring the connection between the level of Active Engagement and the echo chamber in which 
the content is generated. Thus, we utilize the inferred ideology of individual users to compare users’ average AE 
between the two opposing groups, i.e., Ukraine aid supporters and opponents. Figure 2b shows the boxplots 
corresponding to the distributions of AE for content generated by supporters and opponents for each action 
type.

Across the four actions, there are minor differences in the AE distributions between the two communities. 
Opponents’ retweets, replies, and quotes show a slightly higher median AE, and supporters exhibit wider 
distributions with longer lower tails. The distributions of likes appear to be very similar, with supporters showing 
a longer tail of potential outliers. Apart from these minor variations, we do not observe major differences, 

Fig. 2. User-level active consumption for the four active actions. (a) Joint distribution density of the number of 
followers and the active engagement with respect to retweets (panel I), replies (panel II), likes (panel III), and 
quotes (panel IV). (b) Boxplots of the active engagement for the same actions as in panel (a), grouped based on 
users’ ideologies into UA Supporters and Opponents.
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suggesting that despite endorsing opposing ideologies, the two echo chambers do not exhibit pronounced 
disparities in terms of active consumption levels.

Multimedia content and news sources
In addition to the characteristics of the content producers, some tweet features may also be associated with 
increased active consumption levels. Specifically, we explore whether the political leaning or reliability of the 
sources linked in the tweets, along with the presence of multimedia features, correlates with active participation.

Indeed, some studies have found that audiovisual content garners more attention compared to mere text65. 
Hence, we investigate the AE distribution for tweets containing or not containing media (i.e., videos, photos, 
and GIFs) by relying on the tweet media_type field available through the API66. Firstly, we observe that the 
majority of tweets (63.85%) does not contain any media (see Table S2 in SM), and thus the tweets with attached 
media make up for 36.15% of the original dataset, with a strong prevalence of photos as attached media (30.96%). 
This distribution highlights that the discussion of UA-aid on Twitter is mainly afforded by text-based content. 
However, as depicted in Fig. 3a, we find that tweets with media exhibit increased AE compared to those without, 
although replies are an exception. Specifically, considering tweets incorporating a media, we observe distinct AE 
distributions across different actions: likes feature a left-skewed distribution with a peak at higher AE values, 
while quotes exhibit a right-skewed distribution peaking at lower AE values. Replies and retweets, on the other 
hand, display a more symmetrical distribution. Again, this suggests a dependence of AE on the type of action 
being considered. Focusing solely on tweets containing visual content (i.e., a video, photo, or animated GIF), the 
results in Fig. 3b reveal a comparable distribution for photos and videos, with photos generating slightly more 
active engagement in terms of likes. Notably, GIFs display slightly different patterns with a higher AE in the case 
of replies and a wider range of AE values in the case of quotes. While the inclusion of any multimedia content 
increases AE, fewer distinctions are observed across the various types of visual content.

Next, we examine the relationship between the political leaning and reliability of news sources and Active 
Engagement. Indeed, researchers found that politically loaded and controversial content attracts more attention67. 
Here, we study whether the presence of such content is also correlated with a higher share of active consumers. 
Employing a source-based approach, we categorize the URLs contained in the tweets based on the domain 
classification obtained from Media Bias Fact Check (MBFC)68 and retrieve labels both for political leaning and 
reporting reliability. Tweets linked to any news source listed on MBFC can be assigned a political leaning ranging 
from extreme left to extreme right, and a reliability label from very low to very high (see “Methods” section).

Figure 4a, shows the distribution of AE with respect to the political leaning of the sources in the tweets for the 
four actions. We notice that highly biased categories, such as extreme right, right, and left, tend to have a higher 
median engagement and a wider distribution with respect to right center, center, and left center. The extreme 
left seems to be an exceptional case with a very narrow distribution, but the volume of such tweets is quite low. 
Yet, these results suggest that heavily biased news can attract more active engagement compared to moderate 
sources.

Besides political leaning, we also examine the relationship between sources’ reliability and AE. Given 
previous findings of an imbalance between the consumption of reliable and questionable information14–17, and 
recognizing the fact that various news sources may have significantly different outreach depending on their 
popularity, we also consider the number of unique shares as a proxy to estimate sources’ audience size. Figure 4b 
displays the Active Engagement (AE) plotted against the number of unique shares for news sources, color-coded 
based on their reliability. Noticeably, AE is not heavily dependent on the popularity (i.e., the number of sharers) 
of the news sources linked in the tweet, a pattern consistent with our observations in the previous section’s user-
level analysis. Moreover, the order of magnitude of AE varies across different types of actions on tweets sharing 

Fig. 3. Active engagement level vs content type. (a) Subplots show, for each action, the distribution of active 
engagement received by tweets having/ not having attached a media. (b) Subplots display, for each action, the 
distribution of active engagement received by tweets having attached different types of media, i.e., photo, video, 
GIF.
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domains: the majority of likes maintain a relatively higher AE level around 10−3–10−2, while the AE of retweets 
and replies concentrates in a lower range of 10−4–10−3, with the AE of quotes being the lowest around 10−4

. Nevertheless, the impact of low and very low reliability news sources on AE emerges clearly. The two lowest 
reliability categories appear to be distributed at the top of all plots, implying that tweets linked to these types 
of sources can attract a higher level of active engagement than those linked to more reliable ones. Among all 
the users and content characteristics investigated, the presence of low-credibility sources seems to be the most 
characterizing factor associated with increased levels of AE.

Since previous literature3,5 found an overlap between users’ ideology and news source usage, as a final analysis 
we compare the political leaning of domains shared by users and their estimated ideology (see Fig. S1 of SM). 
Results highlight that support for the supply of weapons to Ukraine tends to drop for more extreme political 
leanings. However, there is still an important distinction between extreme left and extreme right, as the former 
does have a wider distribution, but the majority of its users are still in favor of military aid, while the latter 
opposes such aid in its majority.

Coordinated activities
We conclude our analysis by examining how coordinated accounts relate to Active Engagement (AE). Since 
our data includes only aggregate statistics on view counts, it does not allow us to directly assess the impact of 
coordinated or bot-like behavior on AE. However, we used retweet information to identify signs of coordination 
and studied how AE varies in relation to coordination. We classified accounts into two categories, ‘Coordinated’ 
and ‘Non-Coordinated,’ based on whether they retweeted the same content at least 10 times within a 10-s 
window. Of the 3,181,029 accounts in our dataset, 3.66% were involved in coordinated activities. Moreover, 
among influencer accounts, 6 out of 49 who opposed aid to Ukraine participated in coordinated activities, 
while 134 out of 355 influencers who supported Ukraine aid were involved. Additionally, 32.57% of the total 
12,475,527 retweets originated from accounts engaged in these coordinated efforts.

Figure 5 presents the distributions of AE for content generated by coordinated (red) and non-coordinated 
(green) accounts for each action type: retweet(I), reply(II), like(III), and quotes(IV).

Content generated by coordinated accounts shows a higher peak and a narrower distribution compared to 
non-coordinated content for retweet, reply, and quote actions. Non-coordinated accounts exhibit a broader 
range of engagement, with the retweet and quote distributions slightly skewed toward higher AE values. The 
like distributions are more similar, though coordinated accounts display a more pronounced peak. Notably, 
coordinated accounts exhibit a small secondary peak at high AE values for retweets, which may suggest the 
presence of a highly coordinated group retweeting the same content.

Overall, the differences in AE between content generated by coordinated and non-coordinated accounts are 
minor. Results show that while non-coordinated accounts tend to have a wider AE distribution and are slightly 
more likely to attract active engagement, the similarity in the consumption dynamics between the two groups 
remains high, suggesting that content from coordinated accounts does not have an increased AE.

Fig. 4. Influence of news sources’ political leaning and reliability on active engagement. (a) Boxplot 
distribution of active engagement with respect to sources’ political leaning for each action. (b) Active 
engagement vs the number of unique sharers for news sources, colored by reliability.
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Discussion
Our study introduces a novel approach, which relies on the recently introduced “impressions count” metric 
that quantifies content views count, to examine the role of active consumption in online debates and emphasize 
the factors that can encourage active participation. Complementary to recent research that investigates content 
visibility and user engagement by considering only active actions, our work, which also incorporates information 
on passive consumption, focuses on estimating the prominence of active consumption, defined as the proportion 
of users who actively engage with a tweet through explicit feedback actions after being exposed to content. Given 
the presence of algorithmic curation that often prioritizes highly engaging content, active consumption plays a 
significant role in shaping online debates. However, its prevalence is often challenging to quantify due to the lack 
of proxies for passive consumption, leading it to be overlooked in social media studies.

By comparing the number of active actions with the number of views for tweets related to the Russo-Ukrainian 
conflict, we analyze the dependency of active participation on several factors at both the user and content levels. 
Our findings reveal that active actions constitute a smaller portion compared to the number of views, indicating 
that passive consumers account for a significant share of users who view the content. Moreover,actions that 
require writing efforts can experience a lower level of active participation than less demanding actions, such as 
liking. Notably, the most characteristic feature associated with an increased active consumption is the presence 
of far-right and misinformation-spreading news sources. These contents exhibited a higher ratio of actions per 
view (i.e. Active Engagement) compared to content from less biased and more reliable sources. Our results 
complement the existing literature suggesting that polarizing and highly biased political messages are associated 
with increased engagement67 by showing that such content also increases the proportion of users who engage 
in active feedback actions. In contrast, the author’s popularity, the presence of a coordinated community of 
accounts, as well as the ideological leaning of the content exhibited a milder effect on active participation. Our 
results show that, although popular users reach a broader audience, they fail to elicit more active actions from 
users who see their content, as active engagement has a slight tendency to decrease with users’ popularity. 
Secondly, since the fraction of active consumers does not depend on the producers’ opinions, the level of active 
consumption is independent of the echo chamber effect. This suggests that both active and passive consumption 
dynamics are similar among communities and the level of active engagement inside different echo chambers 
is similar. Finally, we can speculate on the reasons for the higher active participation obtained by less reliable 
news sources. The increased active engagement generated by news outlets spreading misinformation may be a 
consequence of their publishing style. Unreliable sources may be more likely to use emotionally loaded words 
and pursue clickbait, which may, in turn, trigger more active actions.

Although this study provides an initial understanding of the prevalence of passive consumption in online 
debate, it also raises several unresolved questions that warrant further investigations. Exploring the prevalence 
of active consumption in other debates and social networks, such as Facebook or Reddit, is crucial to clarifying 
its interplay with different environments. Indeed, Twitter is often heavily polarized around topics related to 
elections69, healthcare70, or climate change3. Other platforms with lower levels of polarization, such as Reddit71, 
may exhibit a different prevalence of active consumption. Understanding the relationship between active 
consumption and polarization at the platform level is fundamental for assessing its impact on shaping online 
debates. Further, the study of active consumption in other online environments can shed light on its interplay with 
several factors influencing online debates such as coordinated behavior and suggestion algorithms. Moreover, 
Twitter does not provide data about deleted content. Although the amount of deleted content is unlikely to 
heavily affect our results3,72, analyzing the level of active consumption of deleted content, which may contain 
highly politicized and extreme messages73,74, could provide interesting insights for designing strategies to 
identify potentially problematic content. Finally, views count does not provide any information at the individual 
user level. Studying the characteristics of users who are exposed to content but do not actively interact with it can 
clarify the role of the interaction structure on information exposure, reveal how content spreads on the platform, 
and clarify the presence and influence of automated and coordinated accounts in boosting active engagement.

By recognizing the importance of passive consumption alongside more active forms, and examining the 
relationship between levels of active engagement and factors such as echo chambers, misinformation sources, 
political bias, coordinated accounts, and other influences on online discussions, this study offers a more 
comprehensive understanding of engagement dynamics in online social networks, providing a complementary 

Fig. 5. Distribution of Active Engagement (AE) for content created by coordinated (red) and non-coordinated 
(green) accounts across each action. While non-coordinated accounts tend to display a broader AE range, 
coordinated accounts show a small secondary peak at high AE values for retweets.
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perspective that is often overlooked in the literature. Unveiling the prevalence of active participation in online 
debates is fundamental for assessing how it influences suggestion algorithms and, consequently, information 
spreading. Additionally, studying the content characteristics that can increase active engagement may aid in 
designing more effective communication strategies to actively involve a higher proportion of users, thereby 
enlarging the potential outreach of the message. Finally, our work emphasizes the need for comprehensive access 
to social network data, including a rich set of features and metrics for effective and thorough analysis of online 
discussions.

Methods
We utilize two datasets—Twitter data and Media Bias/Fact Check (MBFC) domain labels—for our case study of 
the debate—whether or not to provide military aid to Ukraine in the 2023 war.

Twitter data
We collected tweets regarding Ukraine military aid through the standard Twitter API. We use a keyword-based 
search query that picks up tweets mentioning one of the following terms: “military aid”, “military support”, 
“tanks”, “abrams”, “leopard”, “challenger”, “jet”, “aircraft”, “munitions”, “HIMARS”, “rockets” and “missile”. 
Focusing on a four-month period from November 22nd, 2022 to March 1st, 2023, we retrieved a dataset of 17 
M+ tweets posted by 5.2 M+ users. Each of these tweets includes the impression count, a new Twitter feature 
rolled out in December 2022, which we use to measure the proportion of hidden audience across various means 
of interaction (i.e., retweet, reply, quote, like) provided by Twitter.

Media bias fact check dataset
To categorize tweets that share a link to news domains we rely on labels retrieved from Media Bias/Fact Check 
(MBFC)68, an independent fact-checking organization that classifies news outlets based on their reliability and 
political leaning. The MBFC label list we retrieved contains a total of 2190 news outlets, each of which has a 
domain URL, a political leaning label among “extreme left” “left”, “left center”, “center”, “right center”, “right”, 
“extreme right”, and a reliability label among “very low” “low”, “mixed”, “mostly factual”, “high”, “very high”. For 
domains with missing labels of ideological leanings, we manually checked the domain page displayed on MBFC 
to ensure a comprehensive analysis. Using this dataset, we were able to classify 26.6% of all links. We analyzed the 
most used domains and verified that the unclassified domains are not associated with political or news sources 
(see Figs. S6, S7 of SM).

Data filtering
The process of data filtering contains the following three steps. First, we filter out tweets that do not have a valid 
impression count. Intuitively, the impression count should always be greater or equal to any of the active action 
metrics (i.e., counts of likes, replies, quotes, or retweets). Second, we restrict our analysis to tweets in English to 
avoid conflating factors (such as geography) that may affect the detection of users’ ideological stances. Third, we 
only include original tweets in our estimation of hidden audiences, as we do not have information on how the 
impression count would be passed along downstream in retweets, replies, or quotes.

Interaction network
Using the dataset described in Section Data Filtering, we build the retweet interaction network. This methodology 
aligns with prevailing practices in Twitter analysis research3,5,75, as retweets are regarded as endorsements of 
content. On the other hand, quotes and replies are disregarded since they are less likely to signify endorsement 
and are often used for expressing opposing viewpoints or engaging in polemics5. Considering retweets of 
English content, we build a network by assigning a node to each unique user in the dataset. The set of nodes of 
the network includes every user who either authored an original English tweet or retweeted an English tweet 
containing the specified keywords. We create a directed edge from node A to node B if user A retweeted a post 
authored by user B, and the weight of the edges is determined by the count of unique retweets between the two 
users, reflecting the strength of their interaction. The final interaction network counts 2.5 million nodes and 7.1 
million edges.

Latent ideology estimation
To estimate the ideological stance of users in the debate, we start from the latent ideology algorithm proposed 
in Refs.8,76. Following the studies already conducted in this field3,5, we consider retweets instead of follower/
following relationships as interaction. The latent ideology algorithm requires the extraction of a subset of 
the influencer which critically affects the ideology estimation results. The method by which such extraction 
is performed is the main topic of the following subsection. Once the influencer set is known, we apply the 
Correspondence Analysis algorithm77, which follows three steps: (i) Construction of the interaction matrix A, 
(ii) normalization of the matrix, and (iii) singular value decomposition. For the first step, we construct a matrix 
A, whose elements Aij  represent the number of retweets user i directs toward influencer j. Once A is known, we 
normalize it as follows. First, we divide by the total number of retweets, obtaining:

 
P = A∑

ij
Aij

. (1)

Then, we define the following quantities:
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r = P1,
c = 1T P,
Dr = diag(r),
Dc = diag(c),

 (2)

and we perform the following normalization operation:

 S = D−1/2
r (P − rc)D−1/2

c . (3)

For the third step, we perform a singular value decomposition of the form S = UΣV T , where U,  V are 
orthogonal matrices and Σ is a diagonal matrix containing the singular values of S. We estimate the ideological 
leaning of users by taking the subspace associated with the first singular value of the decomposition. Thus, we 
take the latent ideology the latent ideology of user i to be the i-th entry of the first column of the orthogonal 
matrix U, while the influencer ideology is estimated by taking the median of its retweeters’ ideology scores.

Influencers selection
To apply the ideology-scoring algorithm we first need to extract a set of influencers from the retweet network. 
The influencer group encompasses several subgroups: (i) Russian and Ukrainian politicians, (ii) official accounts 
from information media sources such as journals and TV channels, and (iii) political activists. Users in the 
retweet network are ranked according to their in-degree, corresponding to the number of unique users who have 
retweeted them. This enables us to start from a manually selected set of prominent accounts pertaining to the 
three aforementioned categories with some of the highest in-degree. This set then serves as a seed as we further 
select similar accounts using the “Who to follow” recommendations made by Twitter on their accounts’ page. 
We repeated this procedure until no new accounts were suggested and then refined the selection by excluding 
accounts with an in-degree lower than 100 and those whose content is unrelated to the Ukrainian conflict. These 
criteria yield a comprehensive set of 204 influencers, representing both supporters and opponents of military 
assistance to Ukraine.

Estimation of the active consumption level
The estimation of the active consumption leverages tweet-level metrics, including the number of likes, replies, 
retweets, quote tweets, and, crucially, the number of views, quantified by the impressions count. We define 
the level of active consumption as the ratio between the count of an active action—namely, liking, replying, 
retweeting, and quote retweeting—out of the number of impressions received by a given tweet, a given user, or a 
given domain, depending on the comparison unit of interest. We call this ratio Active Engagement (AE).

 
AE = #of actions

#of impressions
. (4)

Coordinated behavior
We identify coordinated behavior on social media using CooRTweet78 to detect patterns where multiple accounts 
share the same content within a certain timeframe. An action on social media is defined as an account x posting 
content c at a specific time t. Two or more accounts are considered coordinated when they perform the same 
action at least n times within a set time window τ . These actions can include sharing the same URL, using 
the same hashtag, or retweeting the same post. The shared content, or “object”, is tracked as a set of possible 
coordinated actions A = {o1, o2, ..., on}. Coordination between two accounts x1 and x2 occurs when their 
posts c1 and c2 share the same object o, and the time difference ∆t = |t1 − t2| is less than or equal to the time 
window τ , i.e., ∆t ≤ τ . In our case, we apply this procedure on retweet data, choosing n = 10 and tau = 10 as 
parameters for coordination detection.

Data availability
The code and Twitter data used in this research, shared in accordance with the platform’s terms and conditions, 
are publicly accessible at https://osf.io/5m3vr/. MediaBias/FactCheck data is publicly available on the MBFC 
website: https://mediabiasfactcheck.com/.
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