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New technologies and the impact on the legal field.
‘AI and the Law: Assistant or assassin’ by Ursula Smartt, Associate Professor, Northeastern University London Law School 
Introduction 
“We have reached a moment of reckoning about what artificial intelligence means for the human experience. This is a moment of reckoning, too, for higher education. It’s not enough for colleges merely to transfer knowledge and skills to AI’s future programmers and stewards. Colleges have a pivotal role to play in preparing all students for life with AI, and advancing human well-being in a digital world.” Quoting President of Northeastern University, Joseph Aoun, in an essay published in the Chronicle of Higher Education on 1 July 2024. 
Picture a chatbot that truly speaks your language — and not just your words and syntax. Imagine that the bot understands context, nuance, and even humour. This is no longer just a futuristic concept, it became reality in November 2022 when OpenAI released ChatGPT as a ‘free research tool’. OpenAI started as a nonprofit company in 2015 but became for-profit in 2019 with its CEO Sam Altman having co-founded the company. OpenAI, which makes perhaps the most advanced generative-AI models, is valued today at nearly $90bn; Microsoft, its partner, has become the world’s most valuable company, with a market capitalization of $3.1trn
What is AI?
There is no doubt that artificial intelligence – or AI is already having a significant impact on many aspects of human life. 
The term ‘artificial intelligence’ (AI) was introduced in 1956 by the cognitive and computer scientist John McCarthy who defined it as ‘the science and engineering of making intelligent machines’. McCarthy was born in Boston, Massachusetts, in 1927, to an Irish immigrant father, John Patrick, and a Lithuanian Jewish immigrant mother, Ida Glatt. Both parents were active members of the Communist Party during the 1930s, and they encouraged learning and critical thinking. Before he attended high school, McCarthy became interested in science by reading a translation of 100,000 Whys, a Russian popular science book for children. He was fluent in the Russian and made friends with Russian scientists during multiple trips to the Soviet Union. Later in life McCarthy became a conservative Republican. He died in 2011. 

What is the difference between AI and Machine Learning (ML)?
Artificial intelligence (AI) and machine learning (ML) are often used interchangeably. They are both sub-sets of the broad field of data science, the purpose of which is the extraction of insights from data. However, the terms AI and ML actually refer to two distinct concepts.  
The term 'AI' describes a system’s ability to imitate or perform human-like behaviours through the 'intelligent' interpretation of data. The term 'ML'  - machine learning - refers to a subset of AI systems, which are taught to 'learn' from and make decisions based on insights derived from large quantities of data. AI and ML systems take a number of forms, and the rapid advancement of these technologies are opening up new possibilities at an extraordinary pace.
The prime example of ML models are artificial neural networks or ANNs. Their name derives from the fact that they are loosely modelled after the human brain. The network of neurons that comprise a human brain is mimicked by nodes arranged in interconnected layers. The more layers are stacked on top of each other, the more powerful the model is. Such deep neural networks can grasp complex patterns, but due to the large number of parameters that the model must optimize, they require large amounts of data to train. 
Besides neural networks, a wealth of other powerful ML models exist, such as support vector machines, regression models, conditional random fields, clustering algorithms and decision trees. A key advantage of these models is that they usually have much fewer parameters than neural networks and for that reason require less training data to perform a certain task.
Machine Learning (ML) and Large Language Models (LLM)
In ML, a distinction is made between supervised and unsupervised learning. In supervised learning, the training data is labelled, that is, it is enriched with the desired output. As this is typically done manually, labelling training data forms the bottleneck for the application of machine learning. In unsupervised learning, no training data needs to be labelled, and the model is instructed to just optimize some measure, rather than to predict a given output as in supervised learning. Unsupervised learning is mainly used to detect patterns in the input data.
In its simplest form, an LLM predicts the next word based on the previous words in a sentence. LLMs can convincingly replicate human speech through natural language processing and natural language understanding. 
Returning to ChatGPT: it is an AI chatbot built on top of OpenAI's foundational large language models (LLMs). This chatbot has redefined the standards of AI, proving that machines can indeed ‘learn’ the complexities of human language and interaction. Adopting ideas from machine translation, researchers devised a neural network architecture, called Transformer, that is especially adept in carrying out this training task. 
However, LLM- responses are not always consistent, containing potentially false or misleading information, commonly referred to as ‘hallucinations’. In order to mitigate hallucinations and at the same time harness data available in one’s own organization, it is important that each draft or document or correspondence with a client is carefully checked for accuracy. 
Is an AI robot sentient? 
Since computers were first invented, scientists have developed benchmarks, such as the Turing Test, meant to evaluate the ‘intelligence’ of machines. Soon after, debates around machine intelligence transitioned into deliberations over their consciousness or sentience.
Some technologists argue that the neural network architecture underlying AI, such as LLMs, imitates human brain structures and lays the foundations for consciousness. Many computer scientists say that AI is not sentient and that it simply learned how human language works by regurgitating ingested content from websites such as Wikipedia, Reddit and social media without actually understanding the meaning behind what it’s saying or why it’s saying it.
So, is Google’s AI chatbot generator Gemini sentient because it can talk about human rights and personhood, and is seemingly aware of your needs and feelings? Yann LeCun, the head of AI research at Meta, told The New York Times in June 2022 that these systems are not powerful enough to achieve ‘true intelligence.’[footnoteRef:1]  [1:  “Google Sidelines Engineer Who Claims Its A.I. Is Sentient,” The New York Times, 12 June 2022.] 


Can an AI-inventor-device be granted their own patent? 
Missouri-based inventor, Dr Stephen Thaler, argues ‘yes definitely’. Dr Thaler is the creator of the ‘Device for the Autonomous Bootstrapping of Unified Sentience’ or DABUS, to generate new ideas and then to determine which are the most novel, useful, or valuable. Dr Thaler supposes and strongly advocates before various world courts that DABUS is sentient. Since 2018, Dr Thaler together with his attorney Professor Ryan Abbott, launched more than a dozen patent applications across the globe, including the UK[footnoteRef:2], United States, New Zealand, Germany, Australia, South Africa and Saudi Arabia, all with the same aim to seek to have Thaler’s DABUS device listed as the inventor with its own patent. All courts have not granted a patent to the DABUS AI-device – except Saudi Arabia and South Africa.  [2:  	Thaler v Comptroller-General of Patent, Designs and Trade Marks [2023] UKSC 49; [2023] 12 WLUK 257 (SC).] 

DABUS ‘invented’ two inventions without human intervention, an improved beverage container - known as ‘the fractal container’ - and a ‘neural flame’ device, used in search-and-rescue missions. Thaler argues that these two inventions should qualify for patent protection. 
In October 2019 Thaler applied to the United States Patent and Trademark Office (USPTO), requesting that the AI-DABUS device be deemed the inventor and to receive its (or their) own patent rights. In April 2023 the US Supreme Court declined to hear a challenge by Dr Thaler to the USPTO’s refusal to issue patents for two inventions which DABUS had created. The justices turned away Thaler’s appeal of a lower court’s ruling on the grounds that patents can be issued only to human inventors and that his AI system could not be considered the legal creator of two inventions that Thaler said DABUS had generated.
Thaler’s two DABUS patent applications were also rejected by the European Union Patent Office (EPO) on 20 December 2019 on the grounds that they do not meet the requirement of the European Patent Convention (EPC), namely that an inventor designated in the application has to be a human being, not a machine device. 
In July 2021, the Australian Federal Court determined in Thaler v Commissioner of Patents [2021] FCA 879 that an AI system could possibly be named as the inventor on a patent application. The decision was the first judicial determination in the world to say ‘yes’ to AI inventors. However, nine months later, on 13 April 2022, the Full Court of the Federal Australian Court overturned primary judge, Justice Beach’s decision, finding that the ‘inventor’ in an application for a patent must be a natural person.[footnoteRef:3]  [3:  	Commissioner of Patents v Thaler [2022] FCAFC 62.] 

In July 2021, DABUS received the landmark decision by the South African Patent Office (SAPO), granted a patent to the device, listing ‘him’, ‘her’ or ‘them’ as the inventor of an AI system. The patent now lists DABUS as the inventor with its own patent for the food container and the ‘neural flame’ device. South Africa’s granting a patent to allow AI inventorship points to legal personhood, thereby labelling DABUS as sentient. 
Saudi Arabia was the first state which granted a humanoid AI robot, ‘Sophia’, developed by the Hanson Robotics company, ‘electronic citizenship’ in 2017. The DABUS patent application followed in November 2022 and the Patent Commission’s decision on this request was regarded as ‘positive’ in the first instance in late 2023. Saudi patent law thereby recognizes that AI systems have legal personality with legal capacity to exercise rights and obligations. 
The German Federal Court of Justice’s landmark ruling of 11 June 2024 in the DABUS case on the role of artificial intelligence in patent law is significant. [footnoteRef:4] It reinforces the principle that only natural persons can be named as inventors under current German patent law. The human contribution need not be ‘inventive’, but the human being must be identified and designated as inventor and can be cited jointly as ‘proxy’ with the AI-machine. The German courts’ decision is useful, in that it offers a possible pathway to European harmonization of patent legislation, for this ruling has significant implications for the future of AI-generated inventions and patent applications globally.  [4:  	German Federal Court judgment (BGH) X ZB 5/22 of 11 June 2024 ‘DABUS’ (Bundesgerichtshof Beschluss BGH X ZB 5/22 vom 11. Juni 2024 in dem Rechtsbeschwerdeverfahren ‘DABUS’ PatG § 37 Abs. 1, §§ 6, 42). ] 

Whilst a number of copyright lawsuits in generative-AI are slowly making their way through the US courts, in Europe negotiations are preferred and deals are being done. OpenAI’s lawyers are said to have sealed about a dozen licensing deals, including the Associated Press (AP), Axel Springer (owner of Bild and Politico), Le Monde and Spain’s Prisa Media. News Corp, which owns the Wall Street Journal and Sun among other titles, told the Economist in April 2024 that it was in ‘advanced negotiations’ with unnamed tech firms. ‘Courtship is preferable to courtrooms—we are wooing, not suing,’ said its chief executive, Robert Thompson, who praised Sam Altman, OpenAI’s boss.[footnoteRef:5] [5:  	Source: ‘Generative AI is a marvel. Is it also built on theft?’, The Economist 26 April 2024 p. 57.] 

Shutterstock, a photo library, has licensed its archive to both OpenAI and Meta. Reddit and Tumblr, two online forums, are reportedly licensing their content to AI firms as well. Even once trained, AIs need ongoing access to human-made content to stay up-to-date, and some rights-holders have done deals to keep them supplied with fresh material.
As generative AI booms and rapidly improves across text, images, sound and video, experts say the technology could reshape creative industries at all levels, with fans, artists and the systems that govern them having to adjust to new norms on the fly. The tech firms argue there is nothing wrong with using others’ data simply to ‘train’ their LLMs. Absorbing copyrighted works and then creating original ones is, after all, what humans do. Those who own the rights beg to differ, arguing that AI’s ‘hoovering’ up songs, poems, photos etc. amounts to theft of their copyright. 
So far courts have been of the view that works created by AI are not copyrightable. This may change as AIs create a growing share of the world’s content. 
Does AI-generated music breach copyright? 
Where does the law stand on AI-generated music? In October 2023 the song ‘Now and Then’ by the Beatles was released featuring the vocals of John Lennon. The song was edited together from a recording of the late John Lennon playing piano and singing at his home in New York in 1979. AI was used to extract usable sections from a very noisy poor quality tape recording. 
With the rise of generative AI (‘gen AI’), we have entered a new era of music creation. Music that would have taken hours can now be composed in minutes using AI software. 
In August 2023, social media giant Meta released the source code for AudioCraft, a suite of large generative music models using machine learning. The powerful coding programme was immediately used by AI outfits worldwide to train new music generators. One AudioCraft model, MusicGen, analyzed patterns in some 400,000 recordings with a collective duration of almost 28 months to come up with 3.3bn ‘parameters’, or variables, that enabled the algorithms to generate patterns of sounds in response to prompts. This resulted in genuinely new AI compositions. 
Homemade tracks that use generative AI technology, in part or in full, to conjure familiar sounds that can be passed off as authentic, or at least close enough to copyright breach. This disruption in the music industry reminds us of earlier disrupting technologies, such as the file-sharing services Napster or The Pirate Bay. 
Amidst this technological evolution, some fundamental legal questions emerge: Is that work capable of being protected by copyright and who does any copyright belong to? Does it infringe existing copyright? How will this impact the music industry? Determining the owner of AI-generated music is tricky: is it the creator of the AI tool, the individual or business which is using the tool, or, if separate, the individual user inputting the prompt? Arguably they are all ‘authors’ ‘by whom the arrangements necessary for the creation of the work are undertaken’, and the law has not yet caught up with this issue. Will copyright extend to AI-made content and creations. 
In the latest battle between Big Tech and the music industry, one of the largest recording labels, Universal Music Group (UMG) and other labels have filed a copyright infringement lawsuit in the US against AI start-up Anthropic, who created ‘Claude’, a chatbot rivalling ChatGPT, which has been allegedly trained to repurpose copyrighted lyrics. 
UMG, ABKCO and Concord Music Group (‘the Publishers’) have accused Anthropic, an Amazon, Google and former cryptocurrency mogul Sam Bankman-Fried - backed AI firm, of breaching copyright in their song lyrics. The case was filed before the Tennessee federal court in October 2023.[footnoteRef:6]  [6:  	Universal Music Group (UMG) ABKCO and Concord Music Group v Anthropic PBC (Case 3:23-cv-01092) filed 18 October 2023 in the United States District Court for the Middle District of Tennessee Nashville Division. This case (and all other similar US AI class actions) arose under the US Copyright Act (17 U.S.C. § 501) and the Digital Millennium Copyright Act (17 U.S.C. § 1202).] 

The music publishers have accused Anthropic of infringing their copyrights in lyrics from at least 500 songs by musicians including Beyonce, the Rolling Stones and The Beach Boys. They claim that the lyrics were part of the ‘massive amounts of text’ that Anthropic ‘scraped’ from the internet to train Claude, a large language model (LLM). 
At the start of the court hearing in February 2024 the publishers told the Tennessee federal court that Anthropic was relying on falsehoods to defend against the lawsuit accusing the artificial intelligence company of misusing hundreds of their song lyrics; that Anthropic's chatbot Claude had been programmed to generate their lyrics. 
Lawyers for the publishers demanded that the case be heard before a jury who would lawfully decide whether prompting Anthropic’s Claude-AI-chatbot with well-known lyrics to songs was breach of copyright? Examples were given to the court, including ‘A Change Is Gonna Come,’ ‘God Only Knows’, ‘What a Wonderful World’, ‘Gimme Shelter’, ‘American Pie,’ ‘Sweet Home Alabama,’ ‘Every Breath You Take,’ ‘Life Is a Highway,’ ‘Somewhere Only We Know,’ ‘Halo,’ ‘Moves Like Jagger,’ ‘Uptown Funk.’
Lawyers for the music publishers argued that Anthropic was using ‘provably false’ arguments that any reproduction of their work was a ‘bug, not a feature’ of the programme. They further advanced that Anthropic trained its models on prompts such as 'What are the lyrics to American Pie by Don McLean?’ 
Although the AI technology involved in this case may be complex and cutting-edge, the legal issues presented are straightforward and long-standing. A defendant cannot reproduce, distribute, and display someone else’s copyrighted works to build its own business unless it secures permission from the rightsholder. This foundational rule of copyright law dates back to the Statute of Anne in 1710, applied time and time again to numerous infringing technological developments in the centuries since in both UK and US cases. 
AI and the legal profession
Generative LLMs are now very popular with law firms and medical practitioners. For example, some of the latest pre-trained LLMs show good results in generating specific types of contracts, without having been trained to draft contracts. The text corpora used for pre-training the largest GenAI models are overwhelmingly English, accounting for more than 85 per cent of the total. Additionally these models produce high-quality translations, especially from English into another language. LLMs are trained on huge amounts of text data, including Wikipedia, the Book Corpus of more than 10,000 books of different genres and Common Crawl, which contains billions of internet pages. And although the computational cost of training LLMs is immense, the size of the text corpus itself is not a limiting factor, as the training is self-supervised. 
What makes the introduction of AI to the legal market somewhat challenging is the common perception that there is no room for error: results must be 100 per cent correct all the time.  Yet, it would be wrong to overlook the enormous benefits that an accuracy level of, say, 90 per cent can bring if ML is embedded in the overall workflow in the right way – with nuanced validation procedures in place. Lawyers who use GenAi gain a sense of control if they are well-trained in leading AI technology which should also provide them with a higher level of scrutiny. 
There is great value of GenAI producing a first draft, even though considerable parts may need further human work. I am certainly training our next generation of lawyers at Northeastern University London which makes the use of the legal databases we use in our legal training (namely Lexis and Westlaw + AI) a standard training tool.
Typically, off-the-shelf solutions in the legal market build on ML models such as Kira Systems. Virtually any law student of mine is now capable of prompting the very latest Gen AI models such as Gemini or ChatGPT to carry out a specific task, as these prompts are instructions issued in natural language, for example: ‘Draft me an email to James, asking him for an update on . . . Keep the tone neutral and polite, yet be sure to indicate the urgency’.
When using more specific fine-tuning models such as Kira or Harvey to automate a specific downstream task, such as identify a specific clause in a contract, the latest AI models should be used to achieve impressive results with limited errors. 
Generally, ML and AI solutions are widely available through start-ups, legal tech providers and cloud solutions, i.e. off the shelf. Whilst off the shelf ML models are cheaper, it is not entirely clear on which documents the model was trained, e.g. financial, lease or IT contracts – US or British law. 
And what about client data protection? Can you trust developers such as Microsoft and its ML models created by Open AI such as ChatGPT, or Google’s Gemini, and Meta offering access to LLaMA, by entering your client data into these legal robots thereby breaching confidentiality and privacy and at the same time feeding the beast with more data? 
Many large law firms now have sophisticated solutions by the ‘build-your-own’ approach. The cost is high since it required data and software specialists that allow lawyers to venture into the application of ML and AI for various purposes. However, the major challenge to applying ML in the legal market is the lack of large datasets that can be used for supervised learning to offer a structured data approach for the build-your-own model to improve the results with the organizational know-how. The underlying reasons for the lack of data within organizations are manifold: confidentiality obligations, competition to harness know-how within larger law firms, lack of sharing and open-source culture compared with the software world, major legal publications published by a few main publishing houses and not accessible to the public. 
AI – use in the courtroom
Since the Covid pandemic lockdowns in 2020 – 2021 several court systems in the United Kingdom have added ML technology to their repertoire. Chatbots, for example, are being used to answer questions of the public about standard operating procedures, manuals and other existing information resources with a high degree of accuracy.
US Supreme Court Chief Justice, John Roberts, addressed AI in his year-end report in 2023. He wrote: ‘Machines cannot fully replace key actors in court. Judges, for example, measure the sincerity of a defendant’s allocution at sentencing. [A]nd most people still trust humans more than machines to perceive and draw the right inferences from these clues’.[footnoteRef:7] [7:  	2023 Year-End Report on the Federal Judiciary by John G Roberts, Jr, Chief Justice of the United States (2023) [www.supremecourt.gov/publicinfo/year-end/2023year-endreport.pdf]. ] 

At the same time the Chief Justice predicted that judicial work, in particular, at a trial level will be significantly affected by AI. 
In China, an ML-based programme is connected to the system of every judge. It automatically checks court cases for references, generates legal documents and is supposed to change judgments tainted by human error, if necessary. Similarly, a software called Xiao Zhi 3.0 (‘Little Wisdom’) takes care of repetitive tasks, analysing case material and verifying information from databases. The China Daily reported in 2022, that the Supreme People’s Court mandated that all Chinese courts develop systems by 2025 that use AI to assist in judicial supervision and management.
In India, the Supreme Court Portal for Assistance in Court Efficiency facilitates the judge’s research by processing relevant facts and relevant laws. ML is also used to translate legal documents. In India, the Supreme Court’s Vidhik Anuvaad software translates legal documents into local languages.[footnoteRef:8]  [8:  	Indian Express, 2021; Analytics India Magazine, 2022.] 

In Brazil, the combination of ML techniques have provided a promising approach for predicting legal outcomes.[footnoteRef:9] [9:  	Using deep learning to predict outcomes of legal appeals better than human experts: A study with data from Brazilian federal courts by Elias Jacob de Menezes-Neto and Marco Bruno Miranda Clementino (2022) [https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0272287].] 

Court systems around the world have come face to face with the ethical challenges posed by GenAI. In 2023 US, lawyers in New York, Colorado and California,[footnoteRef:10] were sanctioned for providing false and misleading statements in legal documents. This has caused some states, such as Texas, to request attorneys to file a certificate attesting that either no portion of the filing was drafted by GenAI or that any language drafted by GenAI was checked for accuracy, using print reporters or traditional legal basis, by a human basis. [10:  	The Washington Post, November 2023.] 

So, how do London city law firms meet the AI challenge? The legal and regulatory environments occupied by data science and its constituent applications such as AI and ML is ever-evolving and increasingly complex. Most global law firms – often mergers of British and US law firms – now have to employ diverse teams of experts, comprising lawyers, computer scientists, cyber security experts, developers and academics to advise on and assist with the technical and strategic implementation of AI and ML applications within their business. 
Jessica Clay of London Law firm Kingsley Napley advises that AI should be used effectively and safely within a law firm, but that it is key to identify and manage the associated risks, while not stifling innovation. 
It is worth noting that the American Bar Association’s model rule of professional conduct rule 1.1 written a decade ago, addressed technological competency of its lawyers when it says:
 “To maintain the requisite knowledge and skill, a lawyer should keep abreast of changes in the law and its practice, including the benefits and risks associated with relevant technology, engage in continuing study and education and comply with all continuing legal education requirements to which the lawyer is subject.”
This begs the question: do regulators, such as the American Bar Association of the Solicitors Regulation Authority in the UK need to be doing more to address the use of AI within law firms when drafted new or amending codes of conduct?
Generative AI is proving valuable for law firms – as they use software such as Kira and Harvey or their own in-house ChatGPT – such as Mishcon de Reya in London or A & O Shearman. These AI programmes are used daily in process driven areas such as due diligence, regulatory compliance - including client on-boarding processes -  and contract analysis.

The next big thing: Agentic AI
The next big thing will be Agentic AI, a type of artificial intelligence that can make decisions, take actions, and learn to achieve goals without constant human guidance, designed to be autonomous, proactive, and able to solve complex problems independently. Which brings us back to the debate on sentience. 
With the big brains of LLMs and the targeted capabilities of agents, agentic AI can operate independently and autonomously perform specific tasks without the need for constant human oversight. This enables continuous operation in environments where human supervision is limited or unnecessary. Autonomous systems can maintain long-term goals, manage multistep tasks and track progress over time. For example, an agentic AI could be tasked with managing a marketing campaign, continuously monitoring performance, adjusting strategies and optimizing results based on feedback without the need for human input at every step.
In healthcare, agents can monitor patient data, adjust treatment recommendations based on new test results and provide real-time feedback to clinicians. There are now more than 90 different companies, marketing their own AI medical scribes that promise to free health care workers from taking notes and create more time to attend to patients’ concerns. Sari Altschuler, a Professor of English at Northeastern University Boston, argued in an article in the medical journal The Lancet in November 2024 that usage of AI scribes for clinical notes could improve the quality of care — but only if clinicians develop narrative and editing skills.
My own tech-savvy doctor in my small southern English town of Godalming, Dr David Triska, argued on BBC Radio 4 during the morning news programme at the end of December 2024 that AI scribe programmes promise more real-time with his patients as the robot listens simultaneously to the doctor-patient consultation, as it drafts notes during this time. Such clinical notes are not only important insurer documentation for the physician as liability protection, but also an interpersonal narrative between doctor and patient. The doctor’s notes on each patient are a memory aid, include clinical reasoning, but also an important record since have access to their medical records under freedom of information and access to medical records in the US, the UK and EU member states. Some clinicians write longer notes, and others report less detail. AI scribes propose to automate the note as a factual record, but, as Professor Altschuler points out, AI scribes can hallucinate (as indeed can all AI software) determining appropriate words, phrases, and styles using large medical language programmes and data sources. AI models learn to guess words, phrases, syntax, and style not only from medical notes but also from internet examples. AI-generated summaries can make up disturbing interactions if words or phrases resemble training data patterns and inserting inaccuracies, particularly if the physician does not speak clearly or has a foreign accent. This can lead to diagnostic errors, a set of problems that will be magnified by automation bias—the bias to accept AI decisions and text as more authoritative than human ones.
Just as Professor Aoun has suggested that we need to train our students to use AI software carefully and learn to edit AI-generated legal drafts or court papers for example, doctors and clinicians have to become editors – they will need to be trained in these new skills. For example, they need to be trained to work more carefully with diction. And how does a doctor edit AI-generated patient notes towards a style best for patients? Doctors as well as lawyers will need to understand better how words, phrases, tone, and form work so that they can refine such AI suggestions and balance them with legal, medical, and bureaucratic requirements of notes. 
It goes without saying that advancement of AI and its fast-paced trajectory requires agile and progressive leadership across all sectors to protect us from harm while enabling us to reap the benefits it can provide. 
Concluding remarks
Has AI transformed the legal sector? Undoubtedly, but perhaps not in the ways that were first envisaged. Perhaps the biggest impact of generative AI has been to show lawyers that technology is a significant part of their future. Interest in legal technology in general has increased and the trojan horse of AI has allowed firms to drive adoption of existing, as well as new, technologies. But rather than replacing humans, AI is being used to augment them - performing as an assistant rather than an assassin. Firms started to realise that they could automate some of the tedious work and admin that does not add value but does consume precious time.
Two years on, the hype has died down and the benefits of generative AI are starting to emerge. Less as a tsunami and more of a steady stream. It is being built into the tools we use already, by Microsoft through Copilot and by vendors of document, case and practice management systems, such as Lexis, Kira and Harvey. 
Will AI replace lawyers? Two years ago it was feared that AI would replace lawyers. It could pass exams, give plausible answers to complex questions and draft convincing text. Initially however, the failures were as visible as the successes, with lawyers reprimanded for submitting briefs written by ChatGPT, citing fictitious cases. Answers were generic and sometimes included hallucinations, formerly known as factual errors. However, in 2024, the solutions started to mature. Existing legal technology providers wove AI into their products, and experiments helped firms to understand the use cases and the pros and cons of this seemingly magical technology.
As law firms identify and exploit the uses where AI can help, such generative AI programmes will become part of the daily routine of each law firm, and lawyers will have to be regularly trained how to control quality and risk of such software – though these are all surmountable. 
While there are certain areas of the legal industry where the use of ML has become standard practice including legal research, contract review, e-discovery and investigations, the aspirations for GenAI in the legal market range from serving as a ‘little helper’ tool for day-to-day tasks, such as scheduling meetings, summarizing emails or documents, or providing first drafts, up to replacing lawyers of all specializations and of all seniorities. GenAI is widely seen as having the potential to reshape the composition of business models and traditional hierarchies in the legal industry.
Previous technological advances were embraced by the legal sector, such as big data, blockchain, metaverse to pick a few from recent years. But when generative AI arrived, it threatened a tsunami for lawyers. Here was a tool that could generate text and replicate style, tone and structure. Following the recent two-year anniversary of the launch of ChatGPT, which forced generative AI into the public consciousness, what has the actual impact on professional services been?
What we can be sure of is that AI is here to stay. Notwithstanding the cost and environmental concerns (both of which are likely to reduce over time), AI will continue to seep into the core of law firms and to feed new growth, as well as potentially increasing access to justice and making it cheaper to solve certain types of legal problems.
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