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The Urdu language is used by approximately 200 million people for spoken and written communications on a
daily basis. There is a substantial amount of unstructured Urdu textual data that is available worldwide. Data
mining techniques can be used to extract meaningful knowledge from such a large, potentially informative
source of data. There are many text processing systems available to process unstructured textual data. How-
ever, these systems are mostly language specific and developed for a variety of languages such as English,
Spanish, Chinese, and so on. Unfortunately, there are not as many language processing resources available
for Urdu. Stemming is one of the most important preprocessing steps in the text mining process and its goal
is to reduce grammatical words form, e.g., parts of speech, gender, tense, and so on, to their root form. In this
work, we have extended the stemming capabilities of our existing pattern-based comprehensive stemming
system for Urdu text. In addition to the existing stemming rules in previous work, we introduce novel stem-
ming rules for prefix, and infix stemming. We also optimize the existing suffix removal rules and extend the
add character lists for word normalization. These stemming rules are generic and have the ability to generate
the stem of Urdu words as well as loan words (words belonging to other languages i.e., Arabic, Persian, Turk-
ish). In the experimental evaluation, we have observed a significant improvement in the overall stemming
accuracy of our proposed pattern-based Urud stemmer, which demonstrates the adoptability of the proposed
stemming approach for a variety of text-processing applications.
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1 Introduction

Stemming is an essential pre-processing step in the handling of textual data preceding many tasks
in Natural Language Processing (NLP) such as text mining, and Information Retrieval (IR).
In the latter domain in particular, the primary goal of using a stemming system is to improve the
search effectiveness so an information retrieval system can respond to the user query accurately.
In linguistic morphology, stemming is a process that aims at producing the stem, or root form of
the word by reducing its inflected or derived form. Urdu is the national language of Pakistan and a
state language of India. It is an Indo-Aryan language and is written from right to left. Urdu is widely
spoken in India, specifically, Indian states such as Uttar Pradesh use Urdu as an official language.
According to the 2022 edition of Ethnologue, Urdu is the 10th-most widely spoken language in the
world, with 230 million total speakers.

The Urdu vocabulary is interesting as it is composed of many other languages i.e., English,
Arabic, Persian, Turkish, Hindi, and so on. The word “Urdu” itself belongs to the Turkish language.
All these companion languages have complex morphological structures and linguistic intricacies.
Due to the robust morphology of these languages, Urdu is in turn an incredibly rich morphological
language. Urdu is robust in both inflectional and derivational morphology [1]. The IR system works
on the base or root form of a word rather than its inflected or derived form. So, in order to enhance
the performance of the IR system, the development of an Urdu stemmer that has the ability to
generate the stem of the morphologically rich language is very important. Stemmer is an algorithm
that produces the stem of the word. Urdu stemmer produces the stem of a word by removing
prefix, infix, and postfix attached to it. For example, stem of the words J,/.} (news), Usg (news), 431
(newspaper), «=I43 (newspaper), U3 (newspaper) is Ve (news).

In this work, we have extended the stemming capabilities of an existing pattern-based Urdu
stemmer [3], by introducing a series of new processing rules. Specifically, we developed novel
rules for prefix and infix stemming. As this article will demonstrate, the development of these
new rules is able to significantly improve the accuracy of Urdu stemming. Additionally, we have
optimized the postfix stemming rules and extended the add character lists, which are used for word
normalization. These extended rules are generic but also flexible and have the ability to produce
the stem of Urdu words as well as loan words (words belonging to other Arabic, Persian, and
Turkish).

The contributions of this work are as follows:

— The introduction of novel prefix rules for Urdu prefix stemming.

— The development of novel infix rules for Urdu infix stemming.

— The optimization of existing postfix stemming rules that achieve better postfix stemming
accuracy.

— Extended existing Add Character Lists (ACLs) that normalize the processed word and
produce the stem of Urdu words.

This article is structured as follows: Section 2 presents a brief review of the existing stemming
state-of-the-art. The proposed Urdu stemming approach and all the stemming rules are lists are
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discussed in Section 3. An experimental evaluation of the proposed stemming system is presented
in Section 4. Finally, the concluding remarks are provided in Section 5.

2 Literature Review

The complexities of the Urdu language’s grammar, morphological structure, and diverse exceptions
create considerable difficulties in the development of an effective Urdu stemmer. Consequently,
only a limited number of stemmers have been proposed for the Urdu language. The need to create
an effective Urdu stemmer is critical, as it enables the efficient retrieval of information, facilitates
text mining, and supports the execution of various NLP tasks.

A stemming system can be based on one of the following three approaches: affix stripping, table
lookup, and statistical methods [8]. Affix stripping involves the removal of specific letters at certain
indices in a word, while also considering the language’s grammatical and morphological structure.
A well-known stemmer for the English language was developed by [22]. In this classic table lookup
approach, each word and its associated stem is stored in a structured table. This approach requires
a lot of storage space for its implementation, and its table needs to be updated manually for each
new word. In the statistical approach, based on the size of the corpus, word formation rules are
developed. Some methodologies include frequency count, n-gram [18], Hidden Markov Models
[19], and link analysis [7]. Until now, lots of stemming methods [9, 16, 17, 21, 23-25] have been
proposed for a number of languages, such as English [9, 17, 21, 23], Arabic [16, 25], and Persian
[20, 24], and so on.

As far as the Urdu language is concerned, very limited efforts have been reported in the literature,
such as the Asass-band Urdu stemmer [1], the lightweight stemmer for Urdu text [15], the novel
Urdu stemmer [5], the template-based affix stripping Urdu stemmer [14], the comprehensive Urdu
stemmer [4], the pattern-based Urdu stemmer [3], the rule-based inflectional and derivational Urdu
stemmer [11], and the rule-based Urdu stemmer [10]. Defining rule priorities, variations, and ex-
ceptional cases presents another challenge with the rule-based approach. An Urdu stemmer based
on rules was proposed by [1], which used prefix and postfix lists, as well as several exceptional
lists. If a query word is not found in the “Prefix Global Exceptional Lists (PrGEL)”, the stem-
mer finds the affix that is longest and associated with the query word and truncates it in order to
obtain the stem. Following that, postfixes are checked against the “Postfix Global Exceptional
Lists (PoGEL)”, and if none are found, every potential postfix rule is created and checked against
the Postfix Rule Exceptional List (PoREL). Even after this, if the postfix is not found, the stem-
mer removes the longest substring. Finally, the stemmer adds appropriate letters using the ACLs.

[13] built a database of root words and their frequencies and proposed a stemmer that checks
for appropriate affixes and applies relevant rules to produce a list of possible stems. The stem with
the greatest frequency is returned. [15] proposed a stemmer that first searches the stop words list
for the query word, and if the search returns no results, it looks into the “Global Prefix Excep-
tional List (GPEL)”. If the prefix is still unidentified, the relevant rules are used to delete it, and
the resulting term is verified against the “Global Suffix Exceptional List (GSEL)”. If the suffix
cannot be found, the stemmer applies the appropriate criteria, normalizes the stem using the Add
Character List, and returns the stem.

Another Urdu stemmer was proposed by [10] that does not utilize exception lists in their study.
Using specified prefix and suffix lists, the stemmer recognizes true affixes (prefix/suffix) and elimi-
nates them to extract the stem if found. [5] presented another stemmer for the Urdu language that
first compares the query word to a specified list that contains the stop word. If the word is not
found in the list, the stemmer searches the PrGEL for it. If the word cannot be found, it excludes
the prefix using a predefined list of prefixes. The resulting word is then looked for in the “PoGEL”
and returned as the stem if found. If a suitable suffix is present, the stemmer adds the appropriate
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letter to the end of the stem after chopping it up, which is then returned as the stem. This proposed
stemmer is identical to the one introduced by [15].

In another study, [11] proposed an Urdu stemmer, which produces the stem of Urdu words
by removing prefix and suffix attached to the word. This stemming approach was not able to
handle the Urdu infix stemming. Furthermore, [6] proposed another Urdu stemmer to cope with the
challenge of Urdu infix stemming. In their stemmer authors introduced a few classes for Urdu infix
stemming and developed rules based on the proposed Urdu infix classes. Their work significantly
improves the stemming accuracy of their existing Urud stemmer [5].

Template-based stemmers use patterns or templates to identify stripping terminations in in-
flected words based on variables such as word length and letter position. [2] used this approach to
derive the correct stem from words. This approach is commonly used for Arabic, Persian, and Urdu
languages [12]. While patterns are effective in identifying stripping letters, each pattern can have
variations or exceptions, as shown by [14] with their template Js* (afaal)” which has variations
like _si7* (tahayef/gifts)” and UL~ (hasas/sensitive)”. In another study, [3] developed a pattern-
based stemmer for Urdu that handles prefixes and suffixes like the earlier stemmer proposed by
[5] and identifies infixes using predefined patterns.

In our earlier study [3], we proposed a pattern-based comprehensive stemmer for the Urdu
language, which has the ability to produce the stem of Urdu words as well as loan words. We in-
troduced novel infix rules for Urdu infix stemming. These infix rules were based on novel Urdu
infix word classes. These Urdu infix words classes are Alif Arabic Masdar(infinitive verbs begin-
ning with Alif), Te Arabic Masdar (Infinitive verbs beginning with Te), Isam Fiale (Active subject),
Isam Mafool (passive object), Arabic Jamah (Arabic plural words), and Isam Zarf Makaan (place
showing noun). In this work, we have extended the stemming capabilities of our existing pattern-
based comprehensive stemming system [3] for Urdu text. In addition to the existing stemming
rules, we in this work, have introduced novel stemming rules for prefix, and infix stemming. We
also optimize the existing suffix removing rules and extended the add character lists for word nor-
malization. These stemming rules are generic and have the ability to generate the stem of Urdu
words as well as loan words (words belonging to other language i.e., Arabic, Persian, Turkish).

3 Proposed Urdu Stemming System

The development of an effective Urdu stemmer is a challenging task due to the complex morpho-
logical structure of the Urdu language. To address this challenge, we have extended the stemming
abilities of the pattern-based Urdu stemmer of [3] by introducing new stemming rules for prefix,
infix, and postfix stemming. An architecture of the proposed stemming system is given in Figure 1.
We introduced novel stemming rules for prefix and infix stemming, and also optimize the existing
postfix stemming rules. A complete overview of the proposed stemming system is depicted
in Figure 2.

To develop Urdu stemming system, we have also developed different stemming rules such
as (prefix, infix, and postfix), and stemming lists such as PrGEL, Infix Global Exception List
(InGEL), PoGEL, add character lists. These stemming rules are discussed in Section 3.1, and
stemming lists are explained in Section 3.4.

The working of the proposed Urdu stemming system is based on four different modules. In the
first module, stop words are removed from the data set, and then prefix stripping is performed
on a given word. After that, the pre-processed word is passed to the second module to perform
infix removal on it. The output of the second module is then passed to the third module for postfix
stemming, and in the final module stem of the word is produced. Module 1 of prefix removal is
further composed of five different steps. In the very first step, a word is selected from the word
data set, and then the selected word is compared with a static list of stop words in step 2. The word
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Fig. 1. Architecture of the proposed stemming system.

is filtered out at step 2 if its match is found in the list of less informative words. In step 3, the stem
of the word is determined by looking at the word’s length, and in step 4, it is checked whether the
selected word exists in the PrGEL or not. If the selected word does not exist in PrGEL, then prefix
removal rules are applied to it to detach the prefix from it.

The infix stripping module is composed of three different steps. At the first step of the infix
removal module, the word is searched in InGEL, if the selected word is found in InGEL, then the rest
of the steps of the infix module are ignored and the selected word is passed to module 3 for postfix
stemming. But, If the selected word does not exist in InGEL, the infix removing rules are applied to
it at step 2. If any one of the infix rules is matched and consequently applied, the processed word is
then moved to module 4 in order to generate the stem of the term. On the other hand, if no rule is
matched, then the selected word is moved to module 3 for postfix stripping. After the applications
of the prefix and infix rules, the word is then passed to module 3 for postfix stemming.

In the third module of the stemming system, postfix stripping is performed. This module is also
based on three steps. In step 1, the word is filtered out and marked as a stem word, if it is found
in PoGEL. But, if the selected word does not found in PoGEL, then postfix removing rules are
applied at step 2, and maximum matched suffixes are removed from the selected word. After the
application of postfix rules, the selected word is then passed to module 4 of the system to normalize
the processed word and generate the stem word. On the other hand, if no rule match is found then
the selected word is considered to be reduced to its stem.

The final module, module 4 is then used to produce the surface form of the selected word if
required. After the applications of module 2 and module 3, if the processed word exists in any
of the ACLs, then the corresponding character is attached to the end of the word to produce the
correct stem. Otherwise, the word is considered as a stem word.
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Fig. 2. Flow diagram of the extended Urdu stemming system.

Stemming Rules

In this work, we have developed three kinds of stemming rules i.e., prefix, infix, and postfix. These
rules are generic and can be applied to any kind of Urdu data set to produce the stem. In addition
to the rules presented in [3], in this work, we introduce new rules for prefix and infix stemming
and also optimize the existing postfix rules.

3.1.1

Prefix Stripping Rules. In Urdu language, a prefix is typically the smallest unit of a word,

attached at the beginning of the word. In Urdu morphology, it is known as -&\-. A prefix may be a
combination of one or two characters or maybe a complete word. In this work, we have optimized
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Table 1. Examples of Prefix Removing Rules

v 4 — £
b — v 7
J 2 y i

Table 2. Examples of Words Handled by Proposed Novel Prefix Rules

Proposed Rules Original Stem Original Stem Original  Stem
Word Word Word Word Word Word
Rule for Tay (&) 3 3 57 75 yo) £
?lile for Meem s A - - ; o yg
¢
Rule for Mat (=) 7 Sy J&= J" fﬁ ({

existing prefix rules and generated a list of 50 generic prefix rules by reducing existing rules. Some
prefix-removal rules are presented in Table 1.

In addition, we also developed new generic rules for prefix stemming to automate the prefix
stripping. These rules are as follows:

3.1.2  Rule for Tey. If a word starts with Tey (“=), and the length of the word is exactly equal to
four, but not containing Alif (“I™),

then remove Tey (“="), at zero indexes from the word. Examples of words handled by this rule
are given in Table 2.

3.1.3 Rule for Meem. If a word starts with Meem ™) and the length of the word is exactly
equal to four, but not containing alif (“-”),

then remove Meem ' (7 at zero index from the word. Words handled by this rule are presented
in Table 2.

3.1.4  Rule for Mat. If a word starts with Mat (“=+"") and the length of the word is exactly equal
to five, but not containing alif (“<™),

then remove Meem (7™ and Tey (“2”) from the beginning of the word. Examples of words
handled by this rule are shown in Table 2.

3.2 Infix Stripping Rules

One of the most important contributions of this work is to address the problem of infix stripping by
devising generic infix rules. Many parts of Urdu grammar are influenced by Arabic grammar. There-
fore, Urdu morphology has inherited features of this parent language. To cope with the challenges
of Urdu infix stemming, and to enhance the stemming accuracy of the pattern-based comprehen-
sive stemmer [3], we in this work, with the help of linguistic experts, have developed new generic
rules for infix stemming. These rules with the example of words are discussed in this section.

3.2.1 Rule for Alif. If a word starts with Alif (“-#), and the length of the word is exactly greater
than five, and character at index one is Noon (“¢”) and index 2 is != Tey (“="),

then remove all the Alif (“3), Tey (“=”), Chhoti-yaee (“§”), Wao-hamza (“s”), Hamza (“*”),
and Noon (“¢™), from the word. Examples of words handled by this rule are given in Table 4.
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3.2.2  Rule for Tey. If a word starts with Tey (“=”), and the length of the word is exactly greater
than five, and the last character of the word is Noon-hay (“<),

then remove all the Alif (“”), Tey (“=”), Noon-hay (“<”), ChhotiYeh (“§™), BadiYeh (“<™),
from the word. Examples of words handled by this rule are shown in Table 4.

3.2.3 Rule for Say. If a word starts with Say (“£7), and the length of the word is exactly equal
to five,

then remove all the Alif (““”), Tey (“=”), Hay (“»”), ChhotiYeh (“U™), BadiYeh (“<"), Noon
(“¢”), Noon-Gunna (“U”), Wao (), from the word. Examples of words handled by this rule are
given in Table 4.

3.2.4 Rule for Hay. If a word starts with Hay (“C”), and the length of the word is exactly equal
to five,

then remove all the Alif (“#/™), Hay (“»”), ChhotiYeh (“$™), ChhotiYeh hamza (“3™), BadiYeh
(<), Wao (“4”), Hamza (“4™), from the word. Examples of words handled by this rule are given
in Table 4.

3.25 Rule for Zal. If a word starts with Zal (“3), and the length of the word is exactly equal
to five,

then remove all the Alif (“#™), ChhotiYeh (“§™), ChhotiYeh hamza (“3™), BadiYeh (“<™), Hay
(*5”), from the word. Examples of words handled by this rule are given in Table 4.

3.2.6  Rule for Meem. If a word starts with Meem ¢™), and the last character of the word is
also Meem (7> and the length of the word is exactly equal to five,

then remove Meem (™ at zero index and also remove Wao (“+”), and Tey (“="), from the
word. Examples of words handled by this rule are given in Table 4.

3.2.7 Rule for Wao. If a word starts with Wao (“+), and the length of the word is exactly equal

to five,
then remove all the Alif (““”), Tey (“=”), Hay (“s™), ChhotiYeh (“§”), ChhotiYeh hamza (“3™),
BadiYeh (“<"), from the word. Examples of words handled by this rule are given in Table 4.

3.2.8 Rule for Aeen. If a word starts with Aeen (“C”), and the length of the word is exactly
equal to five,

then remove all the Alif (“<), Tey (“=”), Hay (‘>”), ChhotiYeh (“§”), ChhotiYeh hamza (“$™),
BadiYeh (“<"), Wao (“4”), from the word. Examples of words handled by this rule are given in
Table 4.

3.2.9 Rule for Saad. If a word starts with Saad (“U"”), and the length of the word is exactly
equal to five,

then remove all the Alif (“<™), Tey (“=”), Hay (‘*>™), ChhotiYeh (“§™), ChhotiYeh hamza (“3™),
BadiYeh (“<"), Wao (“4”), from the word. Examples of words handled by this rule are given in
Table 4.

3.2.10  Rule for Zhad. If a word starts with Zhad (“C”), and the length of the word is exactly
equal to five,

then remove all the Alif (““), Tey (“=”), Hay (‘>”), ChhotiYeh (“4”), ChhotiYeh hamza (“3™),
BadiYeh (“<"), Wao (“4”), from the word. Examples of words handled by this rule are given in
Table 4.

3.2.11  Rule for Sheen. If a word starts with Sheen (U9, and the length of the word is exactly
equal to five,
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then remove all the Alif (““#™), Tey (“=”), Hay (“4™), ChhotiYeh (“§”), ChhotiYeh hamza (“3™),
BadiYeh (“<"), Noon (“¢), Noon-Gunna (“U™), Wao (“4), from the word. Examples of words
handled by this rule are given in Table 4.

3.2.12  Rule for Zuain. If a word starts with Zuain ("5“), and the length of the word is exactly
greater than five,

then remove all the Alif (““#”), Tey (“=”), ChhotiYeh (“§”), BadiYeh (“<"), Noon (“¢”), Noon-
Gunna (“U™), Wao (“4”), from the word. Examples of words handled by this rule are given in
Table 4.

3.2.13  Rule for Tuain (word_length > 5. If a word starts with Tuein (“4”), and the length of the
word is exactly greater than five,

then remove all the Alif (“<#”), Tey (“=”), ChhotiYeh (“§™), ChhotiYeh hamza (“(”), BadiYeh
(“<"), Noon (“u”), Noon-Gunna (“U”), Wao (“s”), from the word. Examples of words handled by
this rule are given in Table 4.

3.2.14  Rule for Tuain. If a word starts with Tuein (“4”), and the length of the word is exactly
equal to five,

then remove all the Alif (“), Tey (“=”), ChhotiYeh (“§”), ChhotiYeh hamza (“(), BadiYeh
(<), Noon (“&”), Noon-Gunna (“U”), Wao (“+”), from the word. Examples of words handled by
this rule are given in Table 4.

3.2.15 Rule for Fay. If a word starts with Fay ("), and the length of the word is exactly equal
to five,

then remove all the Alif (““#™), Tey (“=™), Hay (“4™), ChhotiYeh (“§”), ChhotiYeh hamza (“3™),
BadiYeh (“<”), Noon-Gunna (“U™), Wao (“+”), from the word. Examples of words handled by this
rule are given in Table 4.

3.2.16  Rule for Quaaf. If a word starts with Quaaf ("J*), and the length of the word is exactly
equal to five,

then remove all the Alif (“<#”), Tey (“=”), ChhotiYeh (“§”), ChhotiYeh hamza (“(), BadiYeh
(<), Noon-Gunna (“U™), Wao (“4”), from the word. Examples of words handled by this rule are
given in Table 4.

3.2.17 Rule for Khay. If a word starts with Khay (°C), and the length of the word is exactly
equal to five,

then remove all the Alif (““3), Tey (“=”), Hay (‘»”), ChhotiYeh (“§”), ChhotiYeh hamza (“§™),
BadiYeh (“<"), Wao (“4”), from the word. Examples of words handled by this rule are given in
Table 4.

3.2.18 Rule for Ray. If a word starts with Ray ("), and the length of the word is exactly equal
to five,

then remove all the Alif (““3™), Tey (“=”), ChhotiYeh (“§”), BadiYeh (<), Hamza (*™), Noon
(“v”), from the word. Examples of words handled by this rule are given in Table 4.

.

3.2.19  Rule for Ghaeen. If a word starts with Ghaeen (“{"), and the length of the word is exactly
equal to five,

then remove all the Alif (““#™), Tey (“=™), Hay (“4™), ChhotiYeh (“§”), ChhotiYeh hamza (“3™),
BadiYeh (“<"), Wao (“4”), Hamza (“.”), from the word. Examples of words handled by this rule
are given in Table 4.
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Table 3. Examples of Words Handled by
Proposed Infix Post Processing Rule

Original Word Pre-Stemp Stem

v v J
0¥ o J
b Lbs e
< - -
= = -

3.2.20 Rule for Wao (word_length == 5). If a word starts with Wao ("s*), and Alif at 2nd index,
and the length of the word is exactly equal to five,

then remove all the Alif (“3™), Tey (“=”), from the word. Examples of words handled by this
rule are given in Table 4.

3.2.21 Rule for Wao (word_length == 4). If a word starts with Wao (’+*), and ChhotiYeh (“$™),
at 2nd index and the length of the word is exactly equal to four,

then remove all the ChhotiYeh (“§”) from the 2nd index of word. Examples of words handled
by this rule are given in Table 4.

3.2.22  Infix Post Processing Rule. If a processed word contains last and the second last character
similar,

then remove the last character from the word. Examples of words handled by this rule are given
in Table 3.

3.3 Postfix Striping Rules

A postfix is a morpheme that is attached at the end of the word. In Urdu morphology, it is known
as #U. A postfix may consist of one or two characters and sometimes may be a complete word. In
our work, we have used a list of 140 suffixes for postfix removal. An example of these suffixes are
given in Table 5.

3.4 Stemming Lists

In this Urdu stemming system, we have developed different stemming lists i.e., PreGEL, “InGEL”,
PoGEL, stem word dictionary, and ACL.

3.4.1 Stop Words/Less Informative Words List. In Urdu text, there are many words that occur
frequently but they do not contribute in the Urdu text mining process, such words are known
as Stop Words. In order to filter out these less informative words from Urdu text, a static list of
200 words is generated. This list is generated after consulting various grammar books and Urdu
literature. Some example words are given in Table 6.

3.4.2  Prefix Global Exceptional List (PreGEL). As the Urdu language is very morphologically
rich, it is critical to correctly identify the prefix from Urdu words. The misunderstanding and
incorrect processing of prefixes can lead to poor stemming results and loss of useful words, as
well. Urdu morphology contains many words that have a prefix attached to them, but often it
is not detached because it is assumed to be apart of the word. For example, the word U4 (rain)
contains a prefix | is removed from this word then it produces (*, which is incorrect. On the other
hand, we cannot remove the prefix | from the prefix rules list because this prefix generates the stem
of many other important words. Therefore, such words should be treated as exceptional cases in
order to keep the meanings of words intact. For this purpose, we have developed a list of about
5,000 words. Some sample words from this list are given in the appendix of this article.
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Table 4. Example of Words Handled by Proposed Infix Rules

Proposed Rules Original  Stem Original  Stem Original Stem
Words Word Word Word Word Word
Rule for Alif (&) B S SIEE = i J/
Rule for Tey (&) S g, e —* e ies
Rule for Say (&) B S o A el =
Rule for Hay(0) =bb = T P e r
Rule for Zal (5) G T 2 /13 bE Qs Iy
Rule for Meem s (- r 7 f’y 4
Rule for Wao (») s ) ) S L1y )
Rule for Aeen(¢) " 4* SIr Js " b
Rule for Saad (/) Ssle A Sy JaZ =2l 4
Rule for Zhad (%) 5 k> il - =l -/
Rule for Sheen () e -~ s & S Ve
Rule for Zuain (4) U [ =db [ eV _f
Rule for Tuain() = b A6y 53 S #
(word_length > 5) ‘
Rule for Tuain (+) o —» eslb ¢ b 5
Rule for Fay () 276 z J 26 oarli yE
Rule for Quaaf () e </ Ly J 4o 4
Rule for Khay (0) 26 4 Jw & Sz 7
Rule for Ray () ity L ey (’ £ [
Rule for Ghaeen (¢) 3 o/ h¥ LU e Ul
Rule for Wao () el s =6 S A #
(word_length == 5)
Rule for Wao (») 423 ) « s 453 o3

(word_length == 4)

Table 5. Examples of Postfix Removing Rules

2 =4 = U2

U: =l Lj: 8

A < s s
Table 6. Examples of Stop Words

= ¥ L Y

J! L J <

3 ur r ’

3.4.3 Infix Global Exceptional List (InGEL). Urdu morphology is influenced by the Arabic gram-
mar so there are many words in Urdu morphology that are from the Arabic and also contain infixes.
For example, the words i3 (Sunday), and $.4 (wardrobe) have infixes attached to them. But these
infixes are a part of the word and cannot be removed. During the formulation of infix stripping
rules, these words are identified. In order to preserve the meaning of these words they must be
known in advance and handled as an exceptional case. In this purposed stemming work we have
developed a list of approximately 3,000 words that are known as the infix global exception list.
Some sample words from this list are given in the appendix.
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Table 7. Examples of Stem Words

i 7 % d
4 g JAE Oue
A £ J 7

3.4.4  Postfix Global Exceptional List (PoGEL). Like prefix identification, the correct recognition
of postfix is essential for effective stemming work. During the execution of postfix rules, when a
postfix is removed from the word, there is the possibility that an invalid stem of the word could
be generated. This is due to the irrelevant truncation of the postfix. For example, in the word g
(elephant) when suffix (§ is removed then it produces the stem #{ (hand), which is unacceptable
given that the removal changes the meaning of the word. In order to maintain the integrity of the
meaning of such words, an exception list of approximately 6,000 words has been generated. This
list is known as postfix global exception list. Some samples of this exception list are given in the
appendix.

3.4.5 Stem Word Dictionary. To check the stemming accuracy of the proposed Urdu stemmer,
we have developed a generic stem word dictionary of approximately 15,000 words. Every stem
generated by the proposed stemming rules is validated by using this stem word dictionary. This
stem dictionary is developed after a detailed study of Urdu morphology. Some instances of such
stem words are presented in Table 7.

3.4.6 Add Character Lists (ACLs). In some cases, the execution of proposed infix and postfix
rules generates an incomplete stem of the word. For example, after stripping the postfix from
the word Ux® (places), we get —& which is an incorrect stem. To produce the correct stem i.e., £
(place) of the word uré (places), a character, Hey ,» should be added at the end of the word & In
order to generate a meaningful stem, we have developed eight different types of lists for characters
(dwtﬁlUiJUf&‘JJI)

3.5 Proposed Stemming Algorithm

The proposed extended Urdu stemmer algorithm works on the basis of the longest match theory.
This theory states that when more than one affixes rules are matched for a word, then the longest
match affix should be removed. Therefore, it is necessary to find out all possible matched affixes
rather than removing the immediately matched affix. Our proposed stemmer evaluates all the
possible matching affixes at once and arranges them based on their length.

The following steps are applied to generate the stem of Urdu words:

(1) Select a word from a dataset.

(2) Filter out the selected word if it is a stop word such as if its match is found in the non-
informative word list. Ignore that word and select the next word from the word sequence.

(3) Check the length of the selected word.
(a) If the length of the word is less than or equal to three then the word is already a stem word.
(b) If the length of the word is greater than three then go to step 4.

(4) Search for the word in the PreGEL.
(a) If the word exists in PreGEL then go to step 5.
(b) If the word does not exist in PreGEL then apply prefix removing rules and remove the

maximum matched prefix from the word and go to step 5.

(5) Search for the word in the InGEL.

(a) If the word is found in InGEL then go step 6.
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Table 8. An Overview of Experimental Datasets

Sr.No.  Corpora Description Total Words Unique Words
1 Corpus 1 An Urdu headline news corpus. It 12,500 5,070
contains the news of two different
categories: politics and weather
2 Corpus 2 Another Urdu headline news corpus. 7,250 3,080
It consists of two different news
classes: sports and religion.
3 Corpus 3 It consists of unique Urdu words. It 24,238 24,238
has developed by using various
grammar books and Urdu dictionaries.

Table 9. Accuracy Results of Proposed Prefix Removing Rules

Proposed Rules Total Words  Words Matched True False Accuracy
Tested Prefix Rules Positive  Positive %

Rule for Tay (=) 27,048 574 513 61 89.37%

Rule for Meem 27,048 1,167 1,031 136 88.34%

)

Rule for Mat (=) 27,048 217 216 01 99.54%

All prefix rules 27,048 1,958 1,760 198 89.88%

(b) If the word is not found in the InGEL, then apply the infix removing rules.
(c) any one of the infix rules is applied, search the processed word in ACLs.
(d) If the processed word is discovered in any ACLs, then attach the respective character to the
end of the processed word. Mark the processed word as stem and go to step 7.
(e) If the processed word does not exist in any ACLs, mark the processed word as stem and go
to step 7.
(f) If none of the infix rules is applied, then go to step 6.
(6) Search for the word in the PoGEL List.
(a) If the word is found in PoGEL, mark the processed word as stem and go to step 7.
(b) If the word does not exist in PoGEL, then apply the postfix removing rules.
(c) If any one of the postfix removing rules is matched, then remove the maximum attached
suffix from the word and search the processed word in ACLs.
(d) If the processed word is found in any ACLs, then attach the respective character to the end
of the processed word. Mark the processed word as stem and go to step 7.
(e) If the processed word is not found in any ACLs, mark the processed word as stem and go
to step 7.
(f) If none of the postfix rule is applied then mark the word as stem and go to step 7.
(7) Repeat steps 1-6 for all words in the dataset.

4 Experimental Evaluation

To demonstrate the effectiveness of the proposed extended stemming rules, Urdu raw text from
a series of datasets was considered for experimental evaluation. In Section 4.1, we present the
summary of the used datasets. In Section 4.2, we present the results achieved by using the ex-
tended prefix stemming rules, and in Section 4.3 we present the results of infix stemming rules.
The postfix stemming results are given in Section 4.4, in Section 4.6 we presented a comparison of
improvements in stemming accuracy with the pattern-based Urdu stemmer from [3].
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Table 10. Stemming Accuracy Results of Proposed Infix Rules

Proposed Rules Total Words Words Matched True False Accuracy
Tested Prefix Rules Positive  Positive %
Rule for Alif () 27,048 57 46 11 80.70%
Rule for Tey (&) 27,048 47 36 11 76.59%
Rule for Say (&) 27,048 89 61 28 68.53%
Rule for Hay(2) 27,048 399 363 33 90.98%
Rule for Zal (3) 27,048 65 52 13 80%
Rule for Meem {” 27,048 112 92 20 82.14%
Rule for Wao (») 27,048 138 130 28 94.20%
Rule for Aeen({) 27,048 329 287 42 87.23%
Rule for Saad () 27,048 39 33 06 84.61%
Rule for Zhad (u") 27,048 56 52 04 92.86%
Rule for Sheen () 27,048 191 158 33 82.72%
Rule for Zuain (5) 27,048 19 19 00 100%
Rule for Tuain(s) 27,048 129 113 16 87.60%
(word_length > 5)
Rule for Tuain (4) 27,048 129 107 22 82.94%
Rule for Fay (=) 27,048 195 177 18 90.77%
Rule for Quaaf () 27,048 204 188 16 92.16%
Rule for Khay D) 27,048 260 224 36 86.15%
Rule for Ray () 27,048 153 137 16 89.54%
Rule for Ghaeen () 27,048 258 241 19 93.41%
Rule for Wao (») 27,048 45 37 8 82.22%
(word_length == 5)
Rule for Wao () 27,048 45 43 2 95.55%
(word_length == 4)
Infix General Rule 27,048 1,249 1,240 9 99.27%

Table 11. Stemming Accuracy Results of Proposed Postfix Rules

Total Words Words Matched True False Accuracy
Tested Postfix Rules Positive Positive %
11192 1,430 1,295 135 90.55%

4.1 Experimental Dataset

For consistency in reporting our results, We consider the same datasets that were used for the
development of pattern-based Urdu stemmer [3]. Experiments are conducted on three corpora
of Urdu text, and a brief overview of these Urdu corpora is given as follows in Table 8. We
consider Corpus 1 and Corpus 2 because in [3] we want to evaluate the effectiveness of the
proposed stemming rules for classification task, while Corpus 3 contains a large amount of unique
Urdu words.

4.2 Experimental Evaluation of Proposed Prefix Rules

In order to evaluate the effectiveness of proposed prefix stripping rules, we considered all
three corpora and only considered the words obtained after the applications of stop words and
minimum word length rules discussed in [3]. To elaborate on the results, we calculate the true
positive (correctly stemmed words) and false positive (incorrectly stemmed words) against every
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Table 12. Stemming Accuracy Results of Proposed ACLs

Character Words Matched True False Accuracy
Name Proposed Characters Positive  Positive %

i 243 211 32 86.83%
= 321 293 28 91.27%
J 111 89 22 80.18%
J 97 77 20 79.38%
0] 92 79 13 85.86%
) 63 55 8 87.30%
) 221 203 18 91.85%
$ 307 279 28 90.87%
e i) el g 1,455 1,286 169 88.38%

Table 13. Stemming Accuracy Comparison

Prefix Stemming

Approach Words Words Matched True False Accuracy
Tested Rules Positive  Positive %
Pattern-based 27,048 700 597 103 85.28%
Pattern- 27,048 1,958 1,760 198 89.88%
based(extended)
Total accuracy 27,048 2,658 2,357 301 88.67%
Infix Stemming
Pattern-based 27,048 15,856 14,098 1,758 88.91%
Pattern- 27,048 4,208 3,836 391 91.15
based(extended)
Total accuracy 27,048 20,064 17,934 2149 89.38%
Postfix Stemming
Pattern-based 11,192 6,275 5,590 685 89.08%
Pattern- 11,192 1,430 1,295 135 90.55%
based(extended)
Total accuracy 11,192 7,705 6,885 820 89.38
ACLs
Pattern-based 27,048 1,015 863 152 85.02%
Pattern- 27,048 1,455 1,286 169 88.38%
based(extended)
Total accuracy 27,048 2,470 2,149 321 87.00%

stemming rule. The stemming accuracy of the proposed Urdu stemmer is calculated as the ratio
of true positives and the number of words that matched stemming rules. The obtained results are
presented in Table 9.

4.3 Experimental Evaluation of Proposed Infix Rules

After the applications of prefix stripping rules, we used each processed word for the evaluation
of the proposed infix-removing rules. Stemming accuracy results of the proposed infix stripping
rules in given in Table 10. The results produced by the applications of infix rules demonstrate the
effectiveness of the proposed infix rules.
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Fig. 3. Accuracy by stemming and approach.

4.4 Experimental Evaluation of Proposed Postfix Rules

After the applications of prefix and infix rules, processed words are then used for postfix stemming.
The results achieved by applying the postfix stemming results are given in Table 11. It is obvious
from the results, the optimization of existing postfix stripping rules has significantly improved the
postfix stemming accuracy.

4.5 Evaluation of Proposed Add Character Lists (ACLs)

In order to normalize and produce a valid stem as produced after the application of prefix, infix, and
postfix stemming rules, we applied the applications of our proposed add characters. The results
obtained by using these characters are given in Table 12.

4.6 Comparison of Improvement in Stemming Accuracy

In this section, we present a comparison of Urdu stemming accuracy with the existing pattern-
based stemming system [3] and with this extended stemming approach. We observed an improve-
ment in accuracy (as shown in Tables 9-12) for all the stemming rules i.e., prefix, infix, suffix,
and ACLs. Meanwhile, Table 13 shows the comparison of accuracy of aforementioned approaches
with existing pattern-based stemming system [3] and extended pattern-based stemming system.
Figure 3 presents the visualized results. It is obvious from the results, the development of new
stemming rules has significantly improved the overall stemming accuracy of our proposed Urdu
stemmer. We can further improve the accuracy of the proposed stemming rules by adding the
words that produce false positives to the respective global exception lists. However, we want to
observe how many words are handled and destroyed by each rule.

5 Conclusion

In this article, we present an extended stemming system for Urdu language that is centered
on a rule-based affix stripping approach. One of the major contributions of this work is the
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demonstration of novel stemming rules to enhance the stemming capabilities of a pattern-based
comprehensive Urdu stemmer. Due to the robust morphological structure of the Urdu language,
the development of an effective Urdu stemmer that has an ability to generate the stem of any
kind of Urdu word as well as loan words was a challenging task. To cope with this challenge,
in this work we introduced novel stemming rules for prefix and infix stemming. We have also
optimized the suffix stripping rules and extended the add character lists to produce the root form
of a word. These stemming rules are generic and have the ability to generate the stem of Urdu
words as well as loan words (words belonging to borrowed language i.e., Arabic, Persian, Turkish).
The experimental evaluation of the proposed stemming rules produces remarkable results and
significantly improves the overall stemming accuracy of the proposed rule-based Urdu stemmer.
The applications of this proposed Urdu stemmer can be utilized in a variety of Urdu text mining ap-
plications, information retrieval system, and natural language processing applications as well. The
future objective is to develop novel stemming rules for prefix, infix, and postfix stemming in order
to enhance the overall accuracy of Urdu stemming. In addition, we are interested in exploring the
use of deep learning models to enhance the stemmer’s ability to learn from large datasets.
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