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**Abstract.** Situational awareness and obstacle avoidance for a powered wheelchair are considered. A voter-based control system uses the results from a path planner, sensors and image processing algorithms. A route planning system utilizes interval analysis, and image processing algorithms are used for obstacle detection. Voter based control is adapted from their results.

1. Introduction

The architecture of a situational awareness system for a navigation system is presented. The system can be divided into two main parts: obstacle detection and collision avoidance. The collision avoidance system includes two major components, a higher-level route planning module and a lower-level reactive sub-system.

 A Bobcat II Wheelchair was selected as a platform for the research. An image of the powered wheelchair is shown in Figure 1. The current state of the art for situational awareness for vehicles is briefly discussed in the following Section, mainly based on Liu et al [1] and Friebe et al [2]. The software architecture of the situational awareness, collision avoidance and control system is described in Section 3.

 Various sensors and controllers could be attached to the microcomputer and therefor the wheelchair. Simple and reliable Ultrasonic sensors [3-5] and a forward looking camera were used in this research. An on board microcomputer collected and processed signals from the sensors and joystick for controlling the two wheelchair motors. A GPS module provided position, direction and speed data. The camera had a field of view of 25° horizontally and 19° vertically. The image was processed to estimate the amount of navigable space available for choosing a course within the field of view. The algorithms are described and results for test images are illustrated in Section 4.

 The higher-level path planning module used interval analysis methods. Sets of waypoints were planned for a wheelchair route. The algorithm together with its simulation results and analysis are presented in Section 5. Close range objects and the visible navigable space extracted and interpreted from the captured images were used as an input into the lower-level reactive system integrated with the navigation system through a voter-based mechanism. The voter-based system was similar to that described by Less’ard-Springett et al [6], but was adapted to utilize the output from the image processing system based on [2]. This development with corresponding simulation results are discussed in Section 6. Further experimental results and evaluations are included in Section 7. Section 8 presents conclusions and future work.

1. Situational Awareness and Obstacle Avoidance

Guidance techniques were classified by Lui *et al* in [1] as global path planning, local path planning and hybrid path planning. Global path planning used optimization methods such as Genetic algorithm, or heuristic search algorithms such as A\*. Cost functions have included spatiotemporal characteristics, collision probability estimates, fuel consumption and weather influences. Local path planning included line-of-sight and potential field methods. Hybrid path planning combined global and local path planning, often utilising hierarchical architectures.

Methods can be classified as: (1) Protocol-free collision avoidance does not have any direct rules but, uses differential equations, level sets and optical flow; (2) Protocol-based collision avoidance adapts sets of rules for example A\* and velocity obstacles.

Furthermore in [1], environment perception methods and sensors were classified as active or passive depending on whether the methods counted transmitting signals or not. Passive methods include monocular vision, stereo vision, and Infrared vision. Visible light based systems generally have a long range and consume less energy. However, range is affected by conditions such as light (for example direct sunlight), rain or fog. Active perception methods include Ultrasonics, LIDAR, Radar, and Sonar. Sonar was a valuable tool for detecting hard obstacles and helping to find safe routes.

1. Software Architecture

The control system used a message based architecture for communication between threads responsible for sensor readings, communication, control and command execution. Figure 2 shows an overview of the software architecture for situational awareness and obstacle avoidance.
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| **Figure 1.** Bobcat II Wheelchair. |  | **Figure 2.** Software Architecture. |

 Sensor information was fed into the Collision Manager, a global state representation of obstacles and interacting structure. Interpretation is described in Section 5. The Collision Manager processed the message based system, and contained protected data to be shared between threads. The combination with Mission planning information was achieved in the higher level Route Planner described in Section 4. The output from the Route Planner was a new set of waypoints, which were fed into the Waypoint Manager. The Local Navigation Module controlled the target course provided by a joystick or from a pre-set route which was implemented by means of a voter based control system [6]. The image from the camera and the ultrasonics information, both stored in the Collision Manager, were used for collision avoidance which is described in Section 6.

1. Higher Level Route Planning

Higher-level route planning adjusted the route defined by the waypoints to avoid collisions and ensure the route remained within a safe area. The Safe Areas were predefined based on static information about the environment, for example positions of walls and doors etc. The route Planner read the list of waypoints and checked if there was a risk of collision. If a potential risk was identified, the Route Planner modified the list of waypoints by justifying the positions of affected waypoints or adding new waypoints to avoid possible collisions, ensuring a safe route. Possible collisions were calculated by linearly extrapolating the trajectory of the wheelchair based on its speed and direction. The algorithm was applied in two main steps that were repeated for each trajectory segment and the trajectory between waypoints. The first step was to detect any possible collisions. If there was a chance of impact, then the path planning step was triggered. Interval analysis allowed the set of all feasible velocities to be determined, that is all velocities that allowed the wheelchair to stay within a Safe Area. This set was computed using a paving method. Secondly, the velocity closest to the initial velocity of the wheelchair was selected and used to calculate new waypoint coordinate(s).

* 1. Collision Detection

The collision detection algorithm was based on [7]. Interval analysis provided tools to find solutions to the sets of inequalities and equations. Some assumptions were made in order to implement the algorithm. The area of movement for the wheelchair was approximated by a 2-D plane with a fixed Cartesian frame Oxy. The joystick provided demanded speed, and direction while the GPS measured speed, direction and position at time t = 0 with a known accuracy. For calculating future positions, the speed and direction were considered as constants. Uncertainty was handled by interval analysis which was a key part of the approach. It was assumed that the segments of trajectory was linear:

 (t) = **a**0t + **b**0 (1)

 The vector ***b***0 is the initial position, and the vector ***a****0* is determined by the speed and line to be followed, that is by two consecutive waypoint positions. Waypoints were expressed in the fixed Cartesian frame of the two-dimensional plane. In a first approximation, the initial position was set to the first waypoint. Some estimates of the velocity on the trajectory segments were also carried out. It was possible to make an estimation of the velocity over a trajectory segment. In [7], Jaulin and LeBars proposed a method based on interval analysis to show that a trajectory was accurate. The trajectory was examined for possible collisions in a time interval [0, tmax].

 ∃𝑖 ∈ {1, … 𝑚}, ∃𝑡 ∈ [0,𝑡𝑚𝑎𝑥], mi(t) = m0(t) (2)

That is, if the following system has a solution:

{(**𝑎**0 − **𝑎**𝑖).𝑡 + **𝑏**0 − **𝑏**𝑖 = 0, 𝑡 ∈ [0,𝑡𝑚𝑎𝑥], 𝑖 ∈ [1, … 𝑚], **𝑎**0 ∈ [**𝑎**0], **𝑎**𝑖 ∈ [**𝑎𝑖**], **𝑏**0 ∈ [**𝑏**0], **𝑏**𝑖 ∈ [**𝑏**𝑖] (3)

Expressed using interval analysis, this gives:

  (4)

 To check for collisions between waypoints, tmax was chosen so that the wheelchair reaches the second waypoint at tmax. An estimate of tmax was based on estimates of velocity between waypoints. For the case of several reference positions (waypoints). The collision detection scheme was applied for each segment if there are more than one waypoint. Initial positions of waypoints were updated to correspond to the estimated values at the beginning of each new trajectory segment.

* 1. Detecting Crossing of Safe Area Borders

A Safe Area was modelled as a number of polygons providing borders that the wheelchair should not cross. Each polygon was modelled by the list of the coordinates of its vertices. These coordinates were expressed in the fixed Cartesian frame in the two-dimensional plane. The crossing of borders algorithm was based on the example presented in [8]. Considering two boxes Abox and Bbox. Abox is the initial position of the wheelchair, and Bbox is the target position. The ith vertex of a polygon is denoted by Vi. Let [A,B] denote the set of all the segments with an endpoint in A and an endpoint in B. For each polygon of the Safe Area, it was necessary to examine if:

 ∀𝑖, ∀𝑆 ∈ [𝐴, 𝐵], [ ,+1 ] ∩ 𝑆 = ∅ (5)

If this condition was true for all sides of all polygons, the wheelchair never crossed a Safe Area border. A simplified approach was used to implement this. An easier implementation was used. The contrapositive was considered instead and the corresponding relations were:

∃𝑖, { ∃𝑆 ∈ [𝐴, 𝐵], (𝑉𝑖 , 𝑉𝑖+1) ∩ 𝑆 ≠ ∅ 𝑎𝑛𝑑

∃𝐷 ∈ (𝐴, 𝐵), [ , 𝑉𝑖+1 ] ∩ 𝐷 ≠ ∅ 𝑎𝑛𝑑

[𝑉𝑖 ∪ 𝑉𝑖+1] ∩ [𝐴 ∪ 𝐵] ≠ ∅ (6)

 Let (A,B) denote the complete set of lines supported by a point in A and a point in B, (*Vi, Vi+1*) the line supported by *Vi* and *Vi+1*, [*Vi, Vi+1*] the segment linking *Vi* and *Vi +1*, and [*A∪B*] and [*Vi ∪ V*i +1] the smallest box including A and B or *Vi* and *Vi +1* respectively. The last condition is important for a special case, where all the points are aligned. In that special case, the two first conditions will be true even if the trajectory does not cross the polygon side. The first two conditions are not implemented directly, instead the equivalence in [2] was used. If that was true for one of the polygons of the Safe Area, then the trajectory of the wheelchair would cross the border determined by the polygon.

* 1. Path planning

Interval analysis was used for path planning. The set of all velocities that allowed the wheelchair to avoid collisions was computed to ensure it stayed within the Safe Area. Separator algebra was adopted.

 A separator is an interval analysis tool that aims to approximate the solution set of an equation. A separator corresponding to the collision condition of each obstacle, and to the crossing condition of each side of each polygon of the Safe Area was constructed. Secondly, the convolution of all the separators was computed. Finally, the set of all the feasible velocities was computed with a paving method. In result, the velocity closest to the initial velocity of the wheelchair was chosen. This velocity was stored as the time when it would take the wheelchair to reach a waypoint with its previous velocity. This assumption allows the computation of a new waypoint which replaced the former one. To build the collision separators, the same conditions as for the detection part were used. In order to express these constraints as sets the following reformulation was used: ∃𝑖 ∈ {1, … 𝑚},

{[**𝑏**i𝑥] − [**𝑏**0𝑥] ∈ ([**𝑎**0𝑥] − [**𝑎**i𝑥]) ∗ [0,𝑡𝑚𝑎𝑥] 𝑎𝑛𝑑

[**𝑏**𝑦𝑖 ] − [**𝑏**0𝑦] ∈ ([**𝑎**0𝑦] − [**𝑎**i𝑦]) ∗ [0,**𝑎**𝑥] 𝑎𝑛𝑑

([**𝑏**i𝑦] − [**𝑏**0𝑦]) ∈ ([**𝑎**0𝑦] − [**𝑎**i𝑦]) ([**𝑎**0𝑥] − [**𝑎**i𝑥]) ∗ ([**𝑏**i𝑥] − [**𝑏**0𝑥] (7)

 For separators representing Safe Area border crossings, the same conditions as for the detection step could not be used. The two first conditions could be used, but not the third because it was a logical relation, and separators dealt with sets or arithmetic relations. The third condition was given by:

 ∃𝑖, [𝑉𝑖 ∪ 𝑉𝑖+1] ∩ [𝐴 ∪ 𝐵] ≠ ∅ (8)

 This condition was true if the two boxes were overlapping. Figure 3 illustrates an example of two overlapping boxes. Let [*Vi ∪ Vi+1*] represent the blue (upper) box, and [*A∪ B*] the red (lower). The two boxes are overlapping if:

 {max(𝑑1,𝐷1)− max(𝐿1,𝑙2) ≤ 0 (9)

𝑎𝑛𝑑

 max(𝑑2,𝐷2)−max(𝑙1, 𝐿2) ≤ 0 (10)

 A paving of the set of feasible velocities, represented on the (Vx, Vy) plane, is illustrated in Figure 4.

|  |  |  |
| --- | --- | --- |
|  |  |  |
| **Figure 3.** Two overlapping boxes [2]. |  | **Figure 4.** Result of the paving process. |

In this simulation, there were three obstacles, and the Safe Area was defined by a square around the evolution area of the wheelchair. Speeds from 0 to 0.5m/s on Vx and Vy were explored. The red segments are inside the set of velocities that may lead to a collision or border crossing. The yellow boxes are on the border of this set. The light blue boxes are outside this set and represent a set of feasible velocities. The green box is the velocity selected by the algorithm.

1. Image Processing

The image ahead of the camera was constructed from the ultrasonic sensors and the camera. Software handling camera frames was based on the computer vision library OpenCV. Pattern identification was used and targeting free space rather than potential obstacles. The navigation system was able to select a best route. Each frame was processed independently while the video handle was open.

 First the algorithm checked if the camera was calibrated. If a green square was found, the thread was halted until calibration had finished. Second, frames were fed into a Gaussian filter to eliminate noise and through a Canny filter to outline objects’ contours. Then, the system defined a specific Region of Interest, excluding every part of the frame falling on the upper zone as the distance was negligible.

 The frame was analysed column by column using a column width equal to 1° of bearing, clustering contours to detect obstacles; iterating from the bottom left corner to the top right corner, external elements identified were pushed to the Collision Manager to bridge the Obstacle Detection node with the Local Navigation node, using the voter system.

1. Adaptation of The Voter Based Control System

Voter based systems were first developed at Carnegie Mellon University in the mid-1990s [8] and have a long history of real-world applications [9]. The Wheelchair used a voter-based control system for navigation and obstacle avoidance. Each voter had a specific objective that was translated into votes for the possible target courses of the wheelchair. The voter-based control system enabled separation of concerns and modularity. The voters were:

1. Waypoint-Voter - movement towards waypoint.
2. Manoeuvre-Voter - staying on the same course to avoid unnecessary manoeuvres
3. Channel-Voter - staying within the channel between two consecutive waypoints.
4. Proximity-Voter - avoiding close obstacles.

The votes were combined to decide the target course. The visual field representation of the image camera in the Collision Manager was used in the Proximity-Voter to react to potential collisions.

* 1. Free space in the visible field from the camera

The amount of free space in the visible field of the camera was added to the Collision Manager with the wheelchair’s current heading. In the Collision Manager, that information was inserted into a map where absolute bearing values were mapped to free space. The lower and higher limits for the currently visible field were also stored. Thus, if the wheelchair turned, a larger number of bearings would be available in the map, than those currently within the field of view. When a map value had not been updated for a set amount of time, the amount of free space at the bearing was gradually increased. After an additional amount of time, map values were considered outdated and would be deleted. In the tests described below, the time threshold to start increasing the free space was 5s, and the time threshold for deletion of old values was 10s.

* 1. Adaptation to Proximity-Voter

A number was given for each course in the camera’s field of view. That represented the relative distance of obstacle free space in a particular direction. Proximity-Voter used that information to calculate votes: Votes decreased in areas outside the current field of view; and if an obstacle was visible in a direction, votes were decreased for that direction. The decreasing rate depended on the relative distance of free space:

 𝑣𝑜𝑡𝑒𝐴𝑑𝑗𝑢𝑠𝑡 = 𝑘∗(100−𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒𝐹𝑟𝑒𝑒𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒)/ 100 (11)

where *k* was a weighting factor.

The adjacent directions within a range of adjacentLimit degrees were also decreased.

 𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛𝐷𝑖𝑠𝑡 = 𝑎 (𝑑𝑖𝑟 − 𝑜𝑏𝑠𝑡𝑎𝑐𝑙𝑒𝐷𝑖𝑟) (12)

 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝐹𝑎𝑐𝑡𝑜𝑟=(𝑎𝑑𝑗𝑎𝑐𝑒𝑛𝑡𝐿𝑖𝑚𝑖𝑡−𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛𝐷𝑖𝑠𝑡)/𝑎𝑑𝑗𝑎𝑐𝑒𝑛𝑡𝐿𝑖𝑚𝑖𝑡 (13)

Thus, votes decreased with

*𝑖𝑓 𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛𝐷𝑖𝑠𝑡 < 𝑎𝑑𝑗𝑎𝑐𝑒𝑛𝑡𝐿𝑖𝑚𝑖t then* 𝑣𝑜𝑡𝑒𝑚𝑎𝑥 ∗ 𝑣𝑜𝑡𝑒𝐴𝑑𝑗𝑢𝑠𝑡 ∗ 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝐹𝑎𝑐𝑡𝑜r *(14)*

 Otherwise 0 (15)

If an obstacle was visible, then votes were increased in directions 90° left and right of the obstacle.

1. Testing and Results

The control system of the wheelchair was set up to run on a computer simulation. Distance at closest point of approach was given for each test case. Five different experiments were completed with slightly different starting positions. Minimum and mean DCPA values were calculated. If an obstacle was within the field of view, information was added to the visible field representation, related to the distance to the obstacle.

 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 < 𝑚𝑎𝑥𝑉𝑖𝑠𝑖𝑏𝑙𝑒𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 if 𝑟𝑒𝑙𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 = 100 ∗ 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑚𝑎𝑥𝑉𝑖𝑠𝑖𝑏𝑙𝑒𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (16)

 Otherwise 0 (17)

 This value was set for a range of adjacent bearings proportional to

 𝑚𝑎𝑥𝑉𝑖𝑠𝑖𝑏𝑙𝑒𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 − 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑚𝑎𝑥𝑉𝑖𝑠𝑖𝑏𝑙𝑒𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (18)

 Closer obstacles occupied a larger space in the view. The maximum visible distance was set to 10m in the simulation. The DCPA was increased considerably for head-on cases, when using the Proximity-Voter. The DCPA was lower when using the Proximity-Voter rather than without it. The obstacle avoidance system increased the DCPA when obstacles were detected. A problem was experienced with the Voter based system that has been described in [9]. It occasionally fluctuated between two possible choices, and this could have led to near collisions. This oscillatory behaviour was occasionally observed. In all cases the wheelchair avoided obstacles.

1. Conclusions and Future Work

Some potential problems became apparent with the Higher-Level Route Planning algorithm. A wheelchair user could constantly override the system, and that affected calculated speeds towards waypoints. Additionally when the collision avoidance calculation was performed for a long route, the uncertainty box could become large.

 The narrow field of view of the imager simplified calculations but with a limitation. The algorithm performed significantly worse when only the currently visible information was used and detected obstacle bearings were not stored. The calculations needed input from the ultrasonic systems to work properly. The wheelchair would attempt to return to joystick controls immediately after losing sight of an obstacle, leading to smaller DCPAs. There would be cases where a collision could occur since the wheelchair was unable to detect an obstacle due to the narrow field of view. Another case could also happen when the wheelchair was unable to detect an obstacle in time to perform an appropriate maneuver. An option that would improve matters slightly would be to have a camera with a pan option that could cover a larger field of view. LIDAR and / or Radar might be another option.

 The system always steered away from obstacles and worked well for wheelchairs approaching from ahead. More image processing tests are necessary in different weather and lighting conditions.

 The voter-based system worked well in collision avoidance. The system occasionally switched between two possible choices, potentially leading to a near collision. To mitigate for this, Maneuver-Voter could be modified. Currently Maneuver-Voter increases votes slightly around the current heading to avoid unnecessary maneuvering. An alternative could be to increase votes around the previous selected course as that might increase the chance that a selected maneuver would be performed. Further work will include the system being evaluated in clinical trials.
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